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ABSTRACT

Multi-Touch technology provides a successful gesture 

based Human Computer Interface. The contact and 

gesture recognition algorithms of this interface are based

on full hand function and, therefore, are not accessible to 

many people with physical disability. In this paper, we 

design a set of command-like gestures for users with

limited range and function in their digits and wrist.

Trajectory and angle features are extracted from these 

gestures and passed to a recurrent neural network for

recognition. Experiments are performed to test the

feasibility of gesture recognition system and determine the 

effect of network topology on the gesture recognition rate. 

These results show that the proposed method can 

successfully recognize those designed gestures for 

disabilities.

1. INTRODUCTION 

Hand gestures were one of the first and most powerful

means of communication, which is established long

before speech and language developed. Accordingly, 

many new Human Computer Interfaces attempt to use

gestures as input to communicate and interact with

computers. Most recently, multi-touch technology [1] has

been successfully introduced. The heart of this technology

is a unique, 2-dimensional parallelogram electrode array

that produces proximity images of fingers and hands 

touching on the surface. Software recognizes and tracks 

all finger motion. Hand gestures are designed by finger

combination and a simple motion direction at the gesture

starts. The multi-touch pad for gesture and some examples

of finger gestures are shown in Fig. 1. 

                         (a) 

   Click         Right click       Double click

   Open                    Print                Save 

(b)

Figure. 1 (a) The multi-touch pad for gesture. (b)

Examples for the defined gestures

Current finger gestures are well designed for users with

full finger function. However, there are many users with

physical disabilities who cannot successfully, or 

repeatedly, perform these gestures. Such limiting

conditions include Cerebral Palsy, Muscular Dystrophy

and spinal injuries or disorders. Also the elderly 

population may have symptoms of Parkinson’s Disease,

stroke and arthritis, which may limit their finger function.

The possible hand contact images of the people under 

above conditions are in Figure 2. Figure 2 (a) shows a

person with no finger function and finger contractures,

which may be caused by paralysis. Figure (b) gives the

contact image of a person with limited finger and wrist

function allowing only limited contact with the surface. 

For these people, they can only perform gestures with

partial palm(Fig.2 (a)) or pinky side of the hand(Fig.2

(b)).  Motivated by these special requirements, we 

designed a set of gestures that can be performed using

partial palm and the pinky side of the hand. We extract

features from the contact images, consisting of hand

trajectory and gesture angles. These are then feed into a 

recurrent neural network for recognition.

                  (a)                                               (b) 
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Fig.2 (a) Finger contractures (partial palm). (b) Limited

finger and wrist function and range (pinky side).

The remainder of this paper is organized as follows.

Section 2 includes two parts: the first part gives the

defined hand gestures and feature extraction method; the

second part presents the recurrent neural network for 

gesture recognition. The experiments’ results are shown in

section 3. Finally, section 4 describes the summary of this

paper and high lights  future work to be done.

2. HAND GESTURE RECOGNITION 

2.1. Gesture Design and Feature Extraction

Some gesture recognition systems [2] use gesture action

commands consisting of a subset of American Sign

Language (ASL) gestures. A limitation of this approach is

that users must start in the designated start position upon

initialization of the system. The current gestures designed

for the Multi-Touch pad are based on the combination

actions of different fingers. This causes difficulty for

some users. Thus the challenge addressed here is the

design of gestures that (1) can be easily operated by users 

with physical disability and (2) have distinct 2D features

they can be recognized by the neural network system.

Under these considerations, we chose command-like and

single-stroke gestures as our example vocabulary. These 

gestures can be performed anywhere on the multi-touch

pad.

………………………………………………………………..

  (a)           (b) (c)                   (d)            (f) 

   (g)           (h)                (i)                    (j)           (k)

……………………………………………………………………

Fig. 3 Examples of designed gesture

There are two main reasons to use single stroke

gesture. First, single stroke gestures are more easily

performed using partial palm and pinky side, and they

coincides with a physical process of tensing and releasing

the hand. Second, this choice does not require the

segmenting of multi-stroke gesture and shorter timeouts to

be used.  These gestures are also command based. For 

example, (a) in Fig. 3 can be interpreted as “up-scroll”

and (b) as “forward” when browsing the web page.

Similarly, (d) represents deleting a file and (f) opening a 

file. These command-like gestures can also be extended to 

3D [3].

As a gesture is performed on the multi-touch pad, the

proximity image is recorded by a set of sensors, as shown

in Fig. 3. The pad contains a 16 40 parallelogram

electrode array. This array scans all electrodes every 20

ms, producing 50-frame per second (fps) stream of

proximity images. A set of features is extracted from the 

images that are used as input information to the neural

network. Many features are defined in [4] to identify

gestures. In the case considered here, to balance

performance and computational load, we chose the

trajectory and angle information as the features.

                 (a)                                               (b) 

Fig. 4 16 40 proximity image of the user’s hand recorded 

from the multi-touch pad (a) Pinky side of the hand. (b)

Partial palm.

    We apply the moment algorithm to calculate the

features of the hand gestures. The computation of image

moments, which involves suming over all pixels in the

image, provides useful summaries of global image

information. Thus this algorithm is robust against the

small changes of pixel value [5]. The centroid of the

touching hand depends on the zeroth and first moments of 

the image. The equations define the necessary image

moments, where I(x, y) is the image intensity at 

position(x, y).
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Also of importance is how the hand lies in the field of 

view i.e, it is initial orientation. This orientation can be

defined by the direction of the axis of least inertia. In 

order to obtain the minimized inertia, we define the

intermediate variables a, b, c (c.f. [5])

2
2

2
2

_

)
_

(2
_

y

yxx

G
M

yM
c

GG
M

xyM
bG

M

xM
a

    (3)

Input for the recognition process is the motion vector 

obtained every 100 milliseconds from the multi-touchpad

input device that records the tactile gestures, which is 

represented as a set of position samples within the two

dimensional space. Low-pass filter is used to reduce noise 

and spikes and convert the input to a single-stroke gesture

path [6]:

The initial orientation of the hand gesture is 

2
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We also consider the angles between points on the

trajectory:
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where p is the index of the different points.

The trajectories for a given tactile gesture are analyzed

and gesture specific information that describes its

behavior is calculated. The descriptive features used are

(1) the cosine (f1) and sine (f2) of the angles of the

gestures, which avoid a discontinuity as the angle passes

through 2 and wraps to 0 [2], (2) the sum of the absolute

value of the angle at each selected point (f3), and (3) the 

total angle traversed (f4). These extracted features are 

independent of the overall image intensity.
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Figure 5 shows the trajectory extracted from the 

example gesture (f) and (i).
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The network used consisted of 32 input nodes, 20 

hidden context nodes, and a 10 output nodes – each output

node represents a class of gestures. The inputs to the

hidden layer are the present inputs and previously saved

outputs of the hidden layer context units. The definition of

the network size (the neurons in each layer) is a 

compromise between generalization and convergence.

The processing nodes all used the log-sigmoid logistic

function.
        (a)             (b)

Fig. 5 Trajectory of example gestures (a) The extracted 

trajectory of gesture (f). (b) The extracted trajectory of 

gesture(i).

2.2. Recurrent Neural Network for Gesture

Recognition

The tactile gesture recognition problem is stated as

follows: There is a set of N gesture classes, numbered 0 

through N-1. Each class is specified by example gestures. 

Given an input gesture g, the goal is to determine the class

to which g belongs.

5.0,)1(1 kykkxy iii
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where yi and xi are the filtered and measured values

respectively.

Neural networks and related techniques have been applied

to gesture recognition tasks with success. A recurrent

network is used in preference to a feed-forward network 

here, since the ordering of the input is important.

Specifically, an Elman Network [7, 8] is employed, which

is a recurrent network that is robust to variations in the

speed of the gestures. 

Fig. 6 Structure of the Elman Network (EN) 

The entire input sequence is presented to the network,

and its outputs are calculated with the target sequence to

generate an error sequence. For each time step, the error is
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backpropagated to find gradients of errors for each weight 

and bias. This gradient is, actually, an approximation 

since the contributions or weights and biases to errors via 

the delayed recurrent connection are ignored. This 

gradient is then used to update the weights. The network 

was trained using the backpropagation through time 

(BPTT) algorithm [9] with momentum to increase the 

speed of convergence.

3. EXPERIMENTAL RESULTS 

In the recognition phase, we chose a set of 10 common 

tactile gestures, such as “down”, “rectangle”, “triangle”, 

“circle”, and “zigzag” to determine the recognition 

performances of the system. For each gesture we use 100 

samples (25 for the training set, 75 for testing). The log-

sigmoid logistic function is used as the activation function 

and outputs softmax normalization is performed for 

classification purpose. 

The tactile gesture recognizer described in this paper 

is implemented in Visual C++, and was subjected to 

several test inputs. The obtained results are summarized in 

Table 1 for people with different disabilities. 

Table 1 Recognition rates for people with different 

disabilities 

Contact image 
Gesture

Partial Palm Pinky Side 

Up 100% 100%

Right 100% 100%

Down right 88% 96%

Zigzag 98% 100%

“W” 94% 96%

Circle 87% 90%

Rectangle 93% 96%

Triangle 88% 91%

Down left cross 94% 96%

“M” 88% 96%

Average 93.0% 96.1%

As can be seen from these results, the proposal 

approach that we adopted fields promising recognition 

rates, with an overall correct rate of approximately 94.5%. 

4. CONCLUSION AND FURTHER WORK 

In this paper, we have proposed a tactile gesture 

recognition system using a recurrent neural network 

approach. Experiments were carried out on test subjects 

with two different disabilities, fielding recognition rate of 

93.0% and 96.1%. We are currently extending this 

method to determine what part of the hand is touching the 

surface of a multi-touch pad. We expect this extension to 

contribute to even further improvement in recognition 

performance. Another future direction of this work is an 

extension to 3D tracking. Currently, our tracking method 

is limited to 2D motion. While this is enough for our 

multi-touch pad interface system, interaction based on 3D 

motion of hands and fingers is necessary for other types of 

applications.  
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