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Dear Attendee,  
 
The PPD 08 Workshop on designing multi-touch interaction techniques for coupled  
public and private displays focuses on the research challenges and opportunities 
afforded by the combination of touch sensitive small private input displays  
coupled with large touch sensitive public displays. Different touch-enabled  
devices rely on different types of touches (passive stylus, active stylus,  
fingers and tangible objects), the motivating question for this workshop is  
how do users switch between these devices and how to facilitate fluid transition 
from a collection of multiple displays to a single integrated multi-display  
environment. 
 
Recent developments have seen the wide spread proliferation of both large shared 
displays and small display technologies. In parallel we have seen the emergence  
of new classes of device which support both touch or multi touch interaction.  
Examples of small touch driven devices include PDAs, Tablets and iPhones and  
examples of large interactive surfaces (multi-touch driven displays) include  
the Diamondtouch and Surface Computing. Interactive surfaces offer great  
potential for face-to-face work and social interaction and provide natural  
ways to directly manipulate virtual objects whereas small devices afford the  
individual a personal workspace or "scratch space" to formulate ideas before  
bringing them to a wider audience. Advanced visual interfaces can be built  
around a combination of both private and public touch driven displays. Such  
computer mediated multi-device interaction between local touch-driven displays  
and shared public ones presents a number of novel and challenging research  
problems. 
 
Our aim with this workshop will be to focus on the research challenges in designing  
touch interaction techniques for the combination of small touch driven private  
input displays such as iPhones coupled with large touch driven public displays  
such as the Diamondtouch or Microsoft Surface. 
 
We look forward to your hearing about your work in this area and brainstorming  
during the workshop.  
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Sriram Subramanian 
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Workshop Theme C - PPD Multi-touch interaction evaluations: from Methodologies 
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University of Electro-Communications, Tokyo, 1-5-1 Chofugaoka Chofu-si, Tokyo 
1820021, JAPAN.  
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ABSTRACT
While the pervasive use of interactive whiteboards in education has
emphasized the need for large public displays, a growing number
of schools are moving towards a one to one (student to computer)
ratio. Thus there is significant interest in understanding how
personal devices (e.g. laptops, clickers) can be coupled with large
public displays in a technology enabled classroom.

We describe a correlation between shifting educational practice
(from teacher-centric to learner-centric) and its effect on education
technology. In particular we explore how interactive response
systems, networked computers, small shared displays, and large
public displays have been used to create collaborative learning
environments.

Categories and Subject Descriptors
H.5.2 [Information interfaces and presentation]: User Interfaces
– Interaction Styles

General Terms
Design, Human Factors

Keywords
Public Displays, Private Displays, Shared Displays, Education.

1. INTRODUCTION
Educational pedagogy is shifting from teacher-centric towards
active teacher/learner participation and even further to learner-
centric collaboration where learners are expected to coach and
collaborate with their peers.

Traditional educational practices have focused on a teacher-centric
“sage on the stage” metaphor where the teacher transmits
knowledge through large public surfaces such as blackboard or
interactive whiteboards and learners play the role of passive
recipients.

Contemporary educational practices such as constructivism
[Vygotsky, 1978] emphasize the notion of learners as an active
participant in the learning process. In constructivism, learning is
enabled by expanding upon one’s current knowledge through
discussion and engagement; this is referred to as the zone of
proximal development (ZPD). Feedback from instructors and peers
is the crucial in constructivist learning.

To encourage this discussion and negotiation, constructivist
educators try to engage the learner through small group activities

with peers (typically 2-4) and collaborative exercises. Their goal is
to create an environment for collaborative learning using prepared
content and peer support.

Teachers apply constructivism in the classroom by manually
assigning groups of learners and providing them with collaborative
exercises typically printed on paper. There are several reasons why
this is not practical in a typical classroom: The preparation is
cumbersome because the collaborative exercises typically cannot
be reused and need to be printed for each collaborative class. The
organization of groups consumes a significant amount of class time
providing less time for learners to focus on the taught materials. It
is difficult for teachers to examine the progress of each individual
learner as classroom sizes become larger. The logistics of
delivering content and soliciting feedback significantly increases
the burden upon teachers and learners in the collaborative
classroom.

2. COLLABORATIVE TECHNOLOGY IN
THE CLASSROOM
Educational technology has provided a means to simplify the
delivery of content and solicit feedback in the classroom. These
technologies vary in the amount of personal work space and
visibility to other collaborators. We describe four main scenarios:
interactive response systems, networked computers, small shared
displays, and large public displays.

Figure 1. An interactive response system in a classroom (left) an
individual clicker (right) from smarttech.com/Senteo

2.1 Interactive Response Systems
Interactive response systems (e.g. Figure 1) typically involve a
clicker for each learner in the classroom. Some clickers (such as
Senteo by Smart Technologies, Figure 1, right) contain a private
text displays that can be used to review one’s answer prior to
submitting it. A teacher can post a question on a large interactive
whiteboard and have the question deployed to each learner



wirelessly. Feedback can be provided to each learner through their
private displays or through the interactive whiteboard using a pie
chart or bar chart visualization. The clicker is not only useful for
broadcasting questions from the teacher, but also for eliciting
questions from learners. By pressing a help button on the clicker
any learner can initiate a discussion in the classroom.

While Figure 1 (left) shows the most use scenario for interactive
response systems in the classroom, teachers can also use these
systems to facilitate group discussion and negotiation. One method
is to provide each group with a single clicker and ask groups to
agree on an answer before submitting a response. Generally these
groups depend on the interactive whiteboard for viewing shared
content as the private clicker display is not readily visible to all
collaborators. The limited personal space available on clickers
means that most of the students express their thought process
through external materials such as pencils and paper.

2.2 Networked Computers
In a one to one school, there is one computer available for each
learner. These computers can be desktop computers or personal
laptops such as the OLPC XO, Intel’s Classmate PC, and the Asus
EEE PC. By networking these computers together it is possible to
deliver content and elicit responses in a very similar fashion to
interactive response systems. One advantage is that networked
computers provide a much larger personal space that expands the
types of questions that can be asked (sorting, matching, open
answer, drawing) and allows the thought process of learners to be
expressed through the computer. Another advantage is that this
configuration bridges a student's personal work to the collaborative
setting, where the work they have done individually (and perhaps
previously) can be brought into the collaborative space and vice
versa, e.g., through file-sharing.

This provides an additional channel of feedback through the digital
system. In addition to seeing the correct response on their personal
computer, and the overall response rate on the interactive
whiteboard, teachers can provide illustrative feedback about a
particular student’s thought process. For example, a digital
recording of a student’s manipulations could be shown on the
interactive whiteboard to provide insights for the rest of the class.

Face to face small group collaboration is a bit more cumbersome as
students may not be able to move their computers (e.g. a class with
desktop computers for each student). Virtual teams can be
automatically assigned to allow learns to work in small groups.
However, since each display is tilted towards the learner it is
generally considered private. Thus awareness of a collaborator’s
actions must be provided through software such as telepointers
[Greenberg et al., 1996], split screen and radar views [Gutwin et
al., 1996].

2.3 Small Shared Displays
Another approach is to provide learners with a single shared
display specifically designed for groupwork. An example is the
tabletop in Figure 2. On a shared display a small display size
allows each learner to view and gesture over the entire surface, and
a horizontal layout allows collaborators to see the on screen
manipulations as well as the facial expressions of collaborators.
These benefits facilitate the negotiation and discussion that is core
to constructivist learning.

If the shared display runs standard commercial software, they are
limited by the fact that most underlying educational software only
supports the keyboard and mouse inputs of a single individual. For
example, if multiple mice are connected to a single computer, their
inputs are merged into a single stream of keyboard and mouse
events. Studies of shared displays in an educational setting have
emphasized the need for multiple simultaneous inputs on shared
displays as children have been known to lose interest in the task at
hand when they are waiting to use the computer [Inkpen et al.,
1999].

Modern multi user, multitouch, and multi input technologies are
able to circumvent current limitations but require content providers
to write software for these specific hardware configurations. One
lightweight input method is to multiple mice for each student using
a shared display. This scenario has been tested in rural classrooms
[Pawar et al., 2006]. However, the cursors from multiple mice are
small and can be ineffective for monitoring the activities of
collaborators. Another approach is to provide multitouch tabletop
for groups of 2-4 learners. The tabletop is beneficial because the
consequential communication caused by manipulating the tabletop
also serves as communication to other collaborators [Tse et al.,
2006]. Information on the shared display is readily visible to
immediate collaborators but hidden to other groups. This allows
groups to develop very independent solutions that can be
efficiently reviewed by the instructor on a large vertical display.
Since there is limited personal space in a small tabletop, the work
done on the tabletop is more of a reflection of the group’s thinking
process over that of a single individual.

2.4 Large Public Displays
A large public display such as an interactive whiteboard can be
used for collaborative learning if they support multiple
simultaneous inputs. If a single interactive whiteboard does not
provide sufficient personal space, multiple whiteboards can be tiled
to provide a very large interactive canvas that classmates can easily
see.

Figure 2. A small tabletop display for children



If the personal space of each participant is large, students will be
able to see the work of collaborators while also being able to do
independent work in their own personal space. This is particularly
useful when people are engaged in learning that can divided into
separate sub sections that can be synchronized when completed.

Small Personal Space Large Personal Space

Private
Display

Interactive Response
Systems

Networked Computers

Public
Display

Small Shared Displays Large Public Displays

Table 1. Comparison between display visibility and personal space
for technology enabled collaborative learning.

3. Conclusion
Table 1 describes two axes for describing collaborative learning:
personal space and display visibility. As learners have more
personal space in a digital system they have an increased ability to
do independent work and show their work on the digital system.
This increased personal space comes at the cost of a learner’s
ability the monitor and aid the learning of co-located peers. Small
personal spaces are beneficial for close knit collaboration but are
less effective for supporting individual work. As the display
becomes more publicly visible to collaborators, it becomes easier
for groups to share a common view and monitor the activities and
expressions of other learners. Private displays allow learners to
work on content that they would not like to reveal to other
members of the group (such as quiz answers). An understanding of
the effects of personal space and display visibility will be crucial in
supporting next-generation educational pedagogy.
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ABSTRACT 
Currently the definition of touch interactions in touch-based 
interfaces is application- and device-specific. Here we present a 
model for touch interaction which gives a deeper understanding 
of touch types for different devices. The model is composed of 
three levels – action, motivation and computing – and mappings 
rules between them. It is used to illustrate touch interaction in a 
tabletop and a mobile application and allows us to re-use touch 
types in different platforms and applications in a more 
systematic manner than how touch types have been designed to 
date. 

1. INTRODUCTION 
Currently, multi-touch technology is a popular research area in 
the field of Human-Computer Interaction, gaining momentum 
with the appearance of commercial products such as Apple’s 
iPhone and Microsoft’s Surface. Previous research on 
touch/gestural interaction has concentrated on gesture 
definition and recognition. However, there are issues that need 
to be addressed if we want to re-use touch types and styles to 
provide consistency for end-users.  For example, the meaning 
of a touch type can vary according to different applications 
such as two hands moving closely on a surface meaning zoom 
out in a GIS-based application and gather scattered items 
together in a game interface. This is important when we have 
users simultaneously using public and private display devices. 
Different users and/or different cultures may have different 
ways they operate and interpret a touch, calling in the possible 
re-mapping of touch types and their meanings for different 
users/cultures.  In the context of this workshop, touch may need 
to be interpreted differently depending on the situation of 
private or public display. 

We have established a model for touch interaction in order to 
allow a systematic approach in defining a touch and its 
meaning, and ultimately to allow re-use of touch for different 
applications, platforms, and use contexts. The model is 
comprised of three levels, the action, motivation, and 
computing levels. We describe each separately, define mapping 
rules and we apply the model to tabletops and to PDAs as 
public and private displays. By defining and classifying 
gestures to be used on touch platforms and suggesting a 
foundation for the mapping between a human gesture and the 
action that it causes, the model can serve as a useful guideline 
for designers of touch applications. 

This paper is organised as follows. In the next section we 
summarise related work in categorising touch/gesture actions. 
We then describe our interaction model, components, their 
properties and relationships (mapping rules). In Section 4 we 
illustrate how this model can be applied and interpreted in the 

practical cases of public and private devices, and we conclude 
the paper with our perspective and future work. 

2. RELATED WORK 
While there are many studies on developing different kinds of 
novel Tabletop/PDA platforms and applications, there is little 
effort or organised activity on generalising or standardising 
touch interaction other than some definition of available 
gestures/touch for specific applications.  
With recent advances in input sensing technology, researchers 
have begun to design freehand gestures on direct-touch surfaces. 
Yee et al. [1] augmented a tablet computer with a touch screen 
to enable hand and stylus interaction. Wobbrock  et al. [2] 
presented a “$1 recognizer” to enable novice programmers to 
incorporate gestures into their user-interface prototypes. 
Rekimoto [3] described interactions using shape-based 
manipulation and finger tracking using the SmartSkin 
prototypes. Wu and Balakrishnan [4] presented multi-finger and 
whole handle gestural interaction techniques for multi-user 
tabletop displays. Morris et al. [5] presented multi-user gestural 
interactions for co-located groupware. Finally, Shruti et al. [6] 
explored the user’s perceptions to a novel interaction method 
with mobile phones. They studied responses and reactions of 
participants towards gestures as a mode of input with the help 
of a low fidelity prototype of a camera mobile phone. The study 
used an approach inspired by participatory design to gauge the 
acceptance of gestures as an interaction mode. These are all 
very useful contributions to the touch/gesture interaction field, 
and more amount and variety of such work is required to 
advance it considering the early stage of our understanding in 
this area. However, a study that will be particularly useful at 
this point is a more generalised understanding of the kinds, 
types, and styles of touch interaction beyond the specific 
realisation of an application/device, and consequently how 
designers should map different touch to different functions. 

Elias et al. [7] presented a multi-touch gesture dictionary which 
includes a plurality of entries, each corresponding to a 
particular chord. The dictionary entries can include a variety of 
motions associated with the chord and the meanings of gestures 
formed from the chord and the motions. The gesture dictionary 
may take the form of a dedicated computer application that may 
be used to look up the meaning of gestures. It may also take the 
form of a computer application that may be easily accessed 
from other applications. And it may also be used to assign user-
selected meanings to gestures. Wu et al. [8] developed a set of 
design principles for building multi-hand gestures on touch 
surfaces in a systematic and extensible manner. They proposed 
the concepts of gesture “registration”, “relaxation”, and “reuse”, 
allowing many gestures with a consistent interaction 
vocabulary to be constructed using different semantic 
definitions of the same touch. While this is in line with the 



direction of our work, we attempt to standardise and generalize 
the overall picture of the touch interaction where the user’s 
intentions, touch actions, and their mapping to system 
functionality are understood and specified. 

3. A TOUCH INTERACTION MODEL 
We structured touch into three levels in our model, as 
illustrated in Figure 1. The first is the action level which is 
independent of applications or platforms, and only explains 
what touch types/styles are available (e.g. tapping with a finger 
or wiping with a palm). The second level is motivation, also 
independent of platforms but specific to applications. This level 
explains a user’s motivation of what they want to do when 
interacting (e.g. annotate a photo or send an email). This level 
can be reused by different platforms if they have the same 
application domain. The third level is the computing level, 
including hardware and software. It is specific to platforms and 
applications, and links people’s actions to functionality in order 
to react to perform a specific set of tasks. The three levels make 
up the structural layout in our touch interaction model. When 
we design a touch interactive interface, we only need to design 
touch at the action level once, and can reuse in other 
applications and platforms. Then we define different mapping 
rules from the action level to the motivation level according to 
the application domain. 

3.1 Action Level 
The action level describes various touch actions. We 
distinguish between two touch types: simple and complex touch. 
A simple touch may combine with others by, for example, 
another hand joining in or by the same hand doing multiple 
touches, in order to make up a complex touch. 
We define a simple touch as the basic unit and as being a single 
hand action with no repetition and not containing other simple 
touch. We consider that there are two kinds of touch styles 
according to the contacting part between hand and  

 
Figure 1: A touch interaction model 

surface: single and multiple contacts. In a single contact the 
touch area between hand and surface is consecutive. In this 
style, touch can be with one finger, palm, half-palm (four 
closed fingers except thumb), fist and vertical hand, as 
illustrated in Figure 2. When touching with one finger, we 
don’t distinguish which finger.  

 
Figure 2: Single contact 

In a multiple contact the touch area between hand and the 
surface is more than one. Touch with two fingers, three fingers, 

four fingers and five fingers are all included, as illustrated in 
Figure 3. We don’t distinguish which combinations of fingers. 

  
Figure 3: Multiple contacts 

We now define the movement types as press, tap and drag, 
shown in Figure 4. Press means touching the surface and 
remain touched. Tap means touching the surface and lifting 
again rapidly. Drag means touching and then moving on the 
surface. 

 
Press Tap Drag 

Figure 4: Movement types 
We describe a touch by combining touch styles and hand 
movements. For multiple contacts, movements are complex 
because each single contact can have its own direction and 
speed. However, the human hand has physical limitations, so 
possible movements are limited. These include one finger press 
while others tap, all fingers drag in two-direction, all fingers 
drag apart and all fingers drag in together. Simple movements 
such as press, tap and drag simultaneously are all possible for 
multiple contacts and these are summarised in Table 1 as a 
taxonomy. When we define a touch action, we choose a style 
and movement from here. For example, a case of two-finger 
touch is shown in Figure 5. For five fingers, Figure 6 shows 
possible gestures including the thumb pressing and the others 
tap, all fingers dragging in two directions, and all fingers 
dragging in together or apart.  

 
Figure 5: Two finger gestures 

 
Figure 6: Five finger gestures 

Table 1: Touch taxonomy 
Touch styles Movement types 

1 finger 

Palm 

Half-palm

Fist 

Single 
contact 

Vertical 
hand 

 

2 fingers 

3 fingers 

4 fingers 

Multiple 
contact 

5 fingers 

Tap 

Press 

Drag (towards 
same direction) 

One press and 
the others tap 

Drag in bi-
direction 

Drag apart 

Drag close 

Complex touch is a combination of simple touches by adding 
another hand spatially or forming a sequence of simple touches 
temporally. Two handed action is usually symmetrical, 



however people are also used to fixing one hand and moving 
the other. It is difficult for people to do different actions with 
two hands synchronously. Most of the possible touch 
combinations are not easy for people to do but it provides 
choices in case an application requires a multitude of 
functionality distinctions with variety of finger touches. 

3.2 Motivation Level 
The motivation level addresses what people want to do and 
describes people’s motivation according to the functions of the 
application. It is specific to a given application only and 
independent of platform. When an application is defined, all the 
motivations people can have when they interact with that 
particular application are confirmed as well. We take two 
examples below to illustrate this. In a map browsing application, 
people usually have the motivations of zooming in, zooming 
out, measuring distance, selecting a region, etc. (see Figure 7).  

 
Figure 7: Motivations in a map browsing application 

In a personal photo browsing application, people usually have  

 
Figure 8: Motivations in a photo browsing application 

the motivations of zooming in/out a photo, grouping photos, 
annotating photos, etc (see Figure 8). As this level is 
independent of platforms, it can be reused for different 
platforms.  Some motivations need be further divided into sub-
motivations in order to get any mapping to action level. For 
example, “zoom in whole map” can be divided into “press the 
zoom-in icon” followed by “tap the map” in a map browsing 
application. Thus, in a hierarchy of motivation, only the 
bottom-level motivations (leaf nodes) are assigned to a specific 
touch. 

3.3 Computing Level 
This level is concerned with how the device can detect and 
respond to a touch action. We divide this into two parts – 
hardware and software. A touch-enabled device reads the 
locations of touch points from the hardware and recognises its 
touch style and movement type according to these locations. 
The hardware provides runtime touch locations to the software. 
Although there are many different hardware platforms, 
algorithms that recognise a touch are in most cases the same. 
We use a toolkit of gesture recognition algorithms suitable for 
any platform. Such algorithms will handle the distinction 
between available and illegible gestures and ignore noises 
caused by the environment, inaccurate touch, or any other 
interferences that might occur during an interaction. Such work 
is out of the scope of this paper. 

3.4 Mapping Rules 
In order to complete the touch interaction design process, we 
need to define mapping rules between the action and motivation 

levels and also the recognition and realization algorithm 
between action, motivation and computing levels. We define 
general principles for mappings between the action and 
motivation levels as following: 

• Intuitive - We have specific cognition in our real lives, for 
example shaking hands for friendship and nodding for 
agreement. This is similar for touch gestures so we can’t 
define the mapping rules randomly and we should make 
them consistent with our intuition. For example, we usually 
map “two hands moving apart” to “zoom in the map” and 
“two hands moving close together” to “zoom out the map”. 
If we swap these two around, it will be unintuitive.  

• Unambiguous – When the mapping is done, there should 
not be misunderstandings either for human or for computers. 

• Minimal gesture as priority – when assigning a touch to a 
motivation, simpler touch should be chosen if there are no 
other conflicts in the choice. That is, it is better for a user to 
accomplish the motivation by fewer steps or in a simpler 
way.  

The above mapping rules should guide the designer in deciding 
which touch among the many listed in the action level 
taxonomy should be chosen for each of the motivation. 
Sometimes there is a situation where we need to map the same 
touch gesture to several motivations. For example, people feel 
it convenient to pan a map by dragging with the index finger. 
However, we also feel it convenient to draw a path on a map by 
the same dragging action with the index finger. In this case, we 
need to make the computer register the same gesture as 
different motivations, possibly by setting different modes for 
the interface at the time of interaction. On the other hand, we 
may need to map several touches to one motivation, because 
different people or a same person at different situations might 
have different touch preferences.  For example, some people 
like to use two fingers to rotate a map on a surface and 
sometimes they like to use three fingers or five fingers to do the 
same. Thus, between gestures and motivations there can be 
one-to-many as well as many-to-one mappings. 
We introduce an interactive context in order to know which of 
more than one motivation should be mapped in response to a 
gesture. This can be considered as a mode or condition at the 
time of user interaction. For example, when we design a map 
browsing application, we can use a switch icon to distinguish 
between panning and path drawing. While the “drawing icon” 
is on (which the user can switch to “panning icon” if wished), a 
dragging gesture will register as a drawing action otherwise it 
will register as panning action. 
Traditionally, we design windows, icons, menus and pointer 
(WIMP) to construct the interface to an application. This can be 
unnatural for us because we first have the motivation of click 
some icons or menus and then we need to know what will 
happen when we click.  When we divide motivations into sub-
motivations, the sub-motivations are usually exploring specific 
WIMP elements. We should try to reduce the WIMP elements 
to make the interaction and interface simple and clear.  
Finally, we define the mapping rules from the action and 
motivation levels to the computing level using calls to the API. 
As we mentioned above, the computing level can recognise 
touch gestures, so what we need to do is to make the 
appropriate responses to each touch interaction. 



4. APPLICATIONS 
What we presented so far is a general model for touch 
interactions derived from an extensive set of observations of 
touch applications on the DiamondTouch, iPhone, and other 
touch devices. Now we apply the model to two different touch 
platforms – a public tabletop and a private PDA. 

4.1 Tabletops 
A tabletop such as the DiamondTouch [1] is usually designed 
for group decision-making and its touch interaction has several 
characteristics including a large public shared screen so that all 
group members can gather around and each can use two-handed 
gestures. A tabletop is usually arranged so people can sit or 
stand around it so gestural input from different directions 
should have the same meaning. Applications running on 
tabletops are quite wide ranging so gestural interactions should 
be comprehensive. We have examined many tabletop 
applications in our own lab including games, map browsing, 
photo browsing and multimedia search but we take map 
browsing application as an example to explain the model for 
tabletops. Users can pan, zoom in, zoom out rotate the map, 
measure the distance between two points, get the location of a 
point, draw or annotate, etc. According to the general functions 
of map browsing, we describe the major motivations in Figure 
9.  

 
Figure 9: Motivations in a map browsing application 

Some of these can be accomplished directly by a single touch 
gesture such as zooming in, zooming out, panning, rotating 
clockwise and anti-clockwise, but measuring distance and 
writing on the map should be divided into sub-motivations as in 
Figure 10. 

 
Figure 10: Map browsing sub-motivations 

Once sub-motivations are defined the leaf nodes on the 
motivation hierarchy can be assigned to a particular touch 
gesture.  Figure 11 illustrates our mapping decisions from touch 
gestures to motivations. The choice of touches on the left side 
was made based on the mapping rules, i.e. most intuitive to the 
motivation, unambiguous and simple. In this mapping we have 
a case where two touch gestures were mapped to one 
motivation (both 3rd and 4th gestures in the Action level 
pointing to the same “Pan the map” motivation in Figure 11). 
We also have a case where one touch gesture is mapped to two 
different motivations (3rd gesture in the Action level pointing to 
both “Pan the map” and “Sign on the map” motivations in 
Figure 11), requiring two different interactive contexts. For this 
we include switch icons so that when a user taps the pan icon, 
the gesture means panning and when he/she taps the sign icon, 
the same gesture will mean writing. More complex applications 
with more functionality can be designed and mapped in the 
similar way. 

4.2 PDAs 
PDAs are mainly designed for private applications such as 
personal contact, appointment, and entertainment. They have a 

small, private screen and the touch area is usually the display 
area. Users usually use one hand to hold the device and touch 
with the thumb of the holding hand and the fingers of the other. 
There are usually external inputs to the PDA, such as physical 
buttons. 

 
Figure 11: Mapping in a tabletop map browsing application 
Because the screen is small, some touch styles between hands 
and PDAs can be unified. For example, we unify palm, half 
palm, fist and vertical hand as one style. At the same time, it is 
hard to distinguish between one-hand and two-hand gestures 
which use the same number of fingers and have the same 
movement types. Because users usually have one hand holding 
the PDA and only the thumb can move, two-handed gestures 
are limited. Thus in most cases the available touch gestures for 
PDAs are a subset of those for a tabletop. 
We take a photo organiser application as an example to explain 
a model for PDA interactions. People can browse, resize, group 
and create classifications, search and rotate photos, etc. and we 
describe the motivations in Figure 12. 

 
Figure 12: Motivations in a photo organiser application 

We divided motivations until they are considered to be 
accomplished directly by a single touch gesture in Figure 12.  
Then we define the mapping between motivations and touch 
gestures in Figure 13. Here we have one touch gesture mapped 
to more than one motivation, such as one finger dragging (3rd  
gesture in the Action level in Figure 13). If there are photos 
selected, one finger dragging on top of any of the selected 
photos means adding selected photos to a group of photos; 
otherwise it means scrolling. As we know, there are often 
physical buttons on a PDA, so we can use these to indicate 
different interactive contexts. For example, if users press a 
button and drag on the screen, it means select photos; otherwise 
it means scrolling. 

5. CONCLUSIONS AND FUTURE WORK 
We have established an interaction model for touch interaction 
comprised of action, motivation and computing levels, in order 



to allow re-use of gestures and promote consistency in user 
interaction across applications and devices. By providing a set 
of available touch gestures and mapping rules to guide the 
designers in deciding which touch to map to which motivation, 
the touch interaction design for an application becomes more 
systematic. Tabletops and PDAs are private and public 
platforms which use multi-touch technologies. We discussed a 
particular touch interaction model for each of these according 
to their specific interactive characteristics and we described 
how touch gestures for the PDA are more limited than those for 
tabletops, effectively making the PDA touch gesture set a 
subset of the tabletop’s. 

 
Figure 13: mapping rules for PDA interaction 

In the future we hope to standardise each level and the mapping 
rules, and also the process of touch interactive interface design. 
We also plan to develop a number of combined applications for 
PDA, tabletop and touch wall with the touch gesture model and 

its mapping rules in mind from the start. Our ultimate aim is to 
build touch recognition middleware for all platforms, rather 
than retrofit as has been done heretofore. 
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ABSTRACT 
In this paper, we describe a system that allows a user to read 
information personally in public spaces without wearing any 
hardware devices. This paper presents the interface 
system ”InfoSnow”, which displays information on the palm of 
the user’s hand. This interface employs a snow fall metaphor to 
induce the user’s action to catch snowflakes of information, so 
that information display is focused on the user. 

Categories and Subject Descriptors 
H.5.2 [User Interfaces]: Interaction styles, H.5.1 [Multimedia 
Information Systems]: Artificial, augmented, and virtual realities,  

General Terms 
Design, Verification. 

Keywords 
hand, interface, image processing. 

1. INTRODUCTION 
Various kinds of public information displays, such as posters and 
large screen displays are encountered in daily life. The advantage 
of these displays is that information can be distributed to many 
people at a time. However it is often the case that we do not 
perceive the information as being directed towards oneself, but 
rather to someone else. The display does not attract us thus often 
fails in properly delivering information. Reasons for this failure 
may be that, due to restrictions in the information presentation 
environment, we feel some physical distance from and a lack of 
control over the information.  

Nowadays the use of mobile phones as information retrieving 
devices is popular. For example, we use our mobile phones to 
read email and to search for information on the web. Because the 
mobile phone is a personal device, information is retrieved upon 
the person’s own actions and perhaps better appreciated than that 
from public displays. On the other hand accessing information 
with a mobile phone can be troublesome; the phone must be 
taking out of a pocket or bag and many keys must be pressed to 
retrieve what might in the end be considered useless. If desire for 
the information is not strong enough, a person might not bother.  

Given the above disadvantages of current information displays, 
the vision of our research is as follows. We aim to make an 
information presentation environment where:  

- people can see and interact with digital information with the 
convenience of not having to wear or carry any hardware devices 
and  

- people in public places can handle information in a personal 
manner and can easily feel as though the information is for him or 
herself.  

This new form of information presentation could then be used for 
public space services such as wayfinding, information retrieval, 
message boards, personalized advertising, and so on.  

Accordingly, we consider the implementation of our research 
vision as having three goals based on how people experience 
information in public displays. First, we aim for ambient-like 
design so that a person can be aware of information existing in a 
public space, but the information is not too aggressively presented. 
The purpose of this is that we strongly want to avoid creating an 
information system that is difficult or unattractive for a person to 
approach in order to interact with information. Second, we want to 
create an interface that allows a person to engage with information 
personally without the use of a device in public spaces occupied 
by many people. Finally, the person should not only just see, but 
also be able to interact with displayed information.  

 

 

 

The current embodiment of these goals is our new human 
interface system, InfoSnow. InfoSnow displays information on the 
palm of a person’s hand and allows him or her to interact with that 
information. Figure 1 shows a typical InfoSnow display. By 
presenting public information on the person’s palm, each person 
in the system’s space is able to individually see and experience 
one-on-one interaction with the information. The interface 
employs a snowfall metaphor to induce a person’s action to catch 
snowflakes of information allowing the information display to be 

Figure 1. Snows InforSnow projecting information on a 
person’s palm.. 

 
. 

 
 



focused on the person and be engaging. Snow, rather than rain, is 
our metaphor as it emphasizes that the information has some 
persistence and can be caught and seen as it lands on your hand. 
Each snowflake may be unique but is also disposable as there are 
other snowflakes to be captured. 

2. InfoSnow 
2.1 System Structure 
The hardware components for this work include a projector, a 
video camera, and a PC. The image processing system locates the 
palm from the image captured by the video camera above the 
user’s head. Then, an image is generated to fit the located palm, 
and this is projected onto the target by a projector also installed 
above the user (figure 2).  

data projector

sensor camera

 
 

 

2.2 Interaction 
InfoSnow creates a winter-like atmosphere by projecting 
snowflakes onto the floor. Animated snowflakes randomly appear 
and as they “fall” they gradually become smaller. Once a 
snowflake “hits” the ground it slowly disappears.  

If a snowflake catches a person’s attention and she holds out her 
palm, a snowflake image appears on the palm and thaws away to 
reveal another image (figure 3). This gesture of holding out the 
palm to receive information is called catching. When the system 
contains more than one image or piece of information to display, 
the image shown is chosen at random. Moreover, each person sees 
the image in a corrected direction and size; the orientation of the 
image changes according to the person’s orientation and its size 
according to the size of the his or her palm. 

 
 
 
 
When the person closes her hand, the projected image disappears. 
This is called the grabbing gesture(figure 4). 

 
 
 
When a person holds out both her left and right hands, images are 
projected onto both palms. By bringing both hands together, the 
two images can be combined into one associated image. For 
example, combining images of a flame and a star produces a sun 
(figure 5). This is called the “combining gesture”. 

 
 
 
The above gestures allow for personal interaction and play with 
projected images so that one may feel closer to received 
information. 

2.3 Palm Tracking Technology 
To detect the position and sizes of multiple palms, the InfoSnow 
palm tracking software calculates the difference between 
sequential frames captured by the camera at 16fps. In the event 
that people are in the camera’s view, the system will detect the 
areas around these people as regions holding human bodies. If a 
region’s size exceeds a threshold value, the system attempts to 
split the region into two regions containing bodies. This process is 
iterated until no region exceeds the threshold value. At this point 
the center-of-mass is calculated for each region and this is taken 
as the position of a person’s body. 

 
 
 
 

After body positions are calculated, skin color extraction is 
performed for each region containing a body to identify two 
possible palm candidates close to the center-of-mass. If the area of 
a palm candidate is larger than that of a threshold value the system 
interprets this area as including a person’s arm. In this case the 
most distant point of the palm candidate from the body’s center-
of-mass can be assumed to be part of the palm. The system detects 
this point and identifies the area included in a circle of radius α 
around the point as the palm area. Finally, for each body 
candidate palm orientation is determined by a vector from the 

Figure 2. System Structure. 
 
. 

 
 

Figure 3. Catching gesture: a snowflake lands on the 
palm and thaws to reveal a new image. 

 
. 

 
 

Figure 4. Grabbing an image causes it to disappear. 
 
. 

 
 

Figure 5. bringing images together combines and 
transforms them. 

. 
 
 

Figure 6. Image recognitnion results. Green square: 
palm orientation. 

. 
 
 



body’s center-of-mass to the centers of the one or two palm areas. 
This is done to ensure that images are projected in a suitable 
orientation relative to the direction a user is facing. Figure 7 
shows an example where the left“L” and right“R”hands 
orientations are different. Their orientation vectors are marked by 
lines extending from the center-of-mass(red circle).  

 
 
 
 

3. Technical Innovation of InfoSnow 
As discussed in the following subsections, InfoSnow’s 

technical innovation include: a new way to interact with large, 
public displays, a new robust palm tracking and video projection 
approach, and a new approach for combining display space and 
input space. Combined, these innovations provide an new 
interactive experience that is personal and intimate within a public 
space. 

3.1 Peripheral Information Presentation 
We aim to install InfoSnow in public spaces so that the manner 
with which it presents information blends into the characteristics 
of the space. Still, the system should have some kind of signal to 
induce and encourage a person’s actions to get information. Until 
someone holds out his or her hand to receive information, 
InfoSnow only projects small falling snowflakes. Thus people can 
be aware of an ambient information space through a pleasing 
projection of snowflakes in their periphery, but they are not forced 
to view the information and the information does not consume the 
public space. InfoSnow provides a calming technology that 
supports interaction only when desired. 

3.2 Robust Palm Tracking and Projection 
The InfoSnow system recognizes both palms of multiple people in 

its space at the same time. Generally when there are many people 
in an area being processed for recognition, the most typical 
problem is occlusion. As discussed above, we use a threshold size 
for body-containing regions and region splitting to distinguish 
multiple bodies from each other. As a result, many people in the 
InfoSnow space can view information without frustration.  

In order to avoid mixing up multiple projections of information 
onto palms, the system must also be able to discriminate between 
right and left palms and between the palms of different people. 
Discrimination is accomplished using the center-of-masses 
calculated for each body, as well as correspondences between 
consecutive frames. In order to display easily readable 
information to each person, the system must be able to detect his 
or her viewing direction. When capturing the image of a person 
with an overhead camera, the center-of-mass point is almost equal 
to the position of the person’s head. Because of this we can 
assume a viewing direction based on the vector from the center-
of-mass point to the center of the palm and project correctly 
orientated information.  

Furthermore, two advantages of the InfoSnow system are that 
firstly, it can recognize the palms of a person even if he or she 
wears a short sleeved shirt and secondly, it employs a guessing 
algorithm to enhance its performance in following quickly moving 
bodies and palms. 

3.3 Intutive Interaction Design with Hands in 
the Physical Environment 
Interaction Using Hands  

InfoSnow allows people to interact with and manipulate 
information using their hands. Interactive information control 
using gesture has been well researched[2], however usually the 
mediums for information presentation (display) and information 
control (hand gestures) are different[1][5]. An exception to this is 
research on flexible-displays and HMD[3][4]. In this research the 
information presentation medium (the palm) and the information 
control medium (hand gestures) are the same - the hand. Because 
of this, careful design is necessary to make use of the hand’s best 
characteristics. 

InfoSnow incorporates natural hand motions into the three 
gestures discussed above:  

 catching gesture 

When an object that can fit in the hand is to be held, people 
naturally hold out their hand to catch it. In InfoSnow people 
naturally hold out their hands to catch falling snowflakes and 
they receive electronic information when they do.  

 combining gesture 

If an object held in one hand appears interesting, there is a 
tendency to bring the object into both hands to manipulate 
and explore it more closely. InfoSnow takes advantage of 
this gesture to provide a function for combining information 
to provide new information upon exploration.  

 grabbing gesture 

When an object is held, the fingers maybe closed over the 
object to hide or protect it. InfoSnow reacts to this gesture by 
making information held in the palm disappear.  
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Figure 7. Image recognition results. Red circle: center-
of-mass of a user’s body, green circle: left palm 
orientation, blue circle: right palm orientation. 

 
 



Our gesture vocabulary at the moment is quite straightforward as 
we believe the affordances of the snowflakes metaphor will be 
sufficient for people to discover them through experience. As the 
vocabulary increases in complexity, we can use the display space 
to facilitate learning new means of interacting with the 
information space. Similar to marking menus, instructions could 
be displayed after a fixed delay so they help the novice, but do not 
interfere with proficient users.  

4. InfoSnow Scenario 
To depict the experience a person may have in a real world 
implementation of InfoSnow, we present a scenario of the system 
used in a grocery store. The system would be pre-loaded with 
various moving and still images of food items for sale. Catching 
these in the palm, a customer could combine food items using the 
combining gesture and receive suggestions for dishes that can be 
made from the food items. Combining dishes could reveal a menu 
accompanied with information on the amount of calories and 
nutritional balance. All of this would be capable without needing 
to use other devices.  
 

5. Future Work 
Presently InfoSnow can detect three users simultaneously and 
with ease. To accommodate a larger number of users we will 
increase the projection and image recognition area. We will also 
make improvements on the quality of image recognition and 
consider how the system may be adapted to suit various 
environments. Lastly, since InfoSnow allows one to view 
information in a private space, it is desirable to be able to 

customize this information. In order to do this, we would like to 
incorporate technology for personal authentication. 
 

6. Conclusion 
In this research we constructed a system, InfoSnow, that displays 
information on the palm of a person’s hand upon their action to 
catch falling snowflakes. This is an agreeable manner in which 
people can actively take information from a public environment. 
Consequently, InfoSnow offers a new form for information 
presentation where people can interact with information 
personally and without the restrictions of other devices. 
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ABSTRACT 

The proliferation of private devices and the more recent 

appearances of public displays has created numerous gaps in the 

manner in which users interact with these devices. In particular, 

we lack knowledge on how to seamlessly integrate and interface 

these devices such that users can share information from their 

private devices onto public displays, and vice versa. This paper is 

our first approach to investigating the types of paradigms 

necessary to fluidly allow users to exchange data, from their 

private devices to the public displays. We developed two gestural 

interaction techniques, Flicking and Chucking, based on natural 

human gestures that allow users to move objects from their private 

devices to the public display. We present a study showing that 

users required no training to operate the natural interaction 

metaphors. We want to continue our investigation by extending 

the new techniques to include multi-touch interactions in novel 

and interesting ways. This work will lead to guidelines for the 

design of next generation interfaces for sharing information 

between private and public displays. 

Keywords 

Flicking, Chucking, public-to-private sharing, MDEs. 

1. Introduction 
Private devices such as cell phones or personal digital assistants 

(PDAs) are ubiquitous and considered by some as extensions to 

our cognitive resources. More recently, we are witnessing the 

introduction of public displays in numerous environments, such as 

in schools, airports, museums, and shopping centres. Public 

displays are large in size and intended for use by several users 

simultaneously. The recent proliferation of public displays has led 

to the establishment of multi-display environments (MDEs), in 

which several private devices (or displays) can now interact and 

use information available on public displays. However, to date we 

know very little about how interfaces and interaction techniques 

should be designed for MDEs.  

In this paper we discuss the element of sharing documents from 

private-to-public displays. We present two techniques, Flicking 

and Chucking for moving a document from a private device onto 

a public display. Based on our experience in implementing and 

evaluating these interactions, we intend on integrating multi-touch 

interactions in our proposed techniques for: (1) developing natural 

and seamless interaction techniques for moving documents from a 

private device to a public display, (2) designing interactions for 

controlling documents on public displays using the input 

mechanisms provided by private devices, and (3) interactions for 

moving documents back from public displays onto private 

devices. In a workshop setting, we hope to discuss the potential of 

this work for establishing a design framework and a set of design 

guidelines that will facilitate the future development of interaction 

techniques for sharing documents in MDEs. 

2. Background 
The core related work to our investigation concerns device 

connectivity, gestural interactions, and object transfer in MDEs. 

2.1 Device connectivity 
Connecting with devices is a key component of the sharing 

paradigm in MDEs. Hinckley et al. [5] introduced ‘stitching’, a 

technique that allows users to connect pen-based devices using 

gestures that span multiple displays. ‘Stitching’ consists of a 

continuous stylus motion starting on one device and ending on the 

screen of another device. This helps users with mobile devices to 

collaborate with others and to share information with other 

persons. Pering et al. [12] introduce the Gesture Connect System 

which connects a user’s personal mobile device with another 

device. The connection is established if both users are “shaking” 

their devices (cell-phones) with the same frequency. Swindells et 

al [14,15] evaluated gesturePen, a pointing-based technique 

which uses a gesture to select a device. They found that users took 

significantly longer to select a device from a list than using a 

simple pointing gesture [15]. Wilson et al. [17] introduced 

Bluetable, an interactive tabletop which allows users to establish 

the connection between mobile devices by simply placing the 

device on a table surface. Bluetable uses a combination of vision 

techniques and bluetooth, to determine the precise position of the 

device on the surface. We will adopt some of the similar 

mechanisms as these prior work, namely the possibility for 

seamless connection using bluetooth protocols [17]. 

2.2 Gestural interactions 
Several systems have used human gestures, in particular Flicking 

for interactive systems. These are becoming common with the 

widespread use of devices such as Apple’s iPod™. Flicking is 

analogous to a throwing motion in the real world. According to 
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theories of naïve physics, the human perceptual and cognitive 

system simplifies occurrences of physical events that can lead to 

erroneous judgments about the estimated distance and trajectory 

traveled by an object [16]. Geiβler’s throw technique [3] requires 

the user to make a short stroke over a document, in the direction 

opposite of the intended target, followed by a long stroke in the 

direction of the target. Wu et al. [18] describe a ‘flick and catch’ 

technique, in which an object is ‘thrown’ once it is dragged up to 

a certain speed. Kruger et al. [7] extend a rotation and translation 

technique to include Flicking for passing and moving items on a 

tabletop. Hinrichs et al. [6] utilize Flicking with a stylus to control 

the flow of documents moving on the periphery of a tabletop. 

Reetz et al. [13] demonstrate the benefits of Flicking as a method 

for passing documents over large surfaces. Flicking was designed 

to mimic the action of sliding documents over a table, and closely 

resembles the push-and-throw model designed by Hascoet [4]. 

Flicking was found to be much faster than other document passing 

techniques for tabletop systems [13]. While Flicking seems to 

have numerous advantages for various interactions, none of these 

systems have assessed the benefits of Flicking in MDEs or in 

particular for moving documents from one device onto a public 

display. Furthermore, other natural gestures such as ‘Chucking’, 

tilting or shaking have not been studied in the context of MDEs.  

2.3 Object transfer in MDEs 
To date very little work has been carried out with document 

transfers in MDEs. Nacenta et al. [10,11] developed the 

Perspective Cursor to view documents across MDEs. Drag-and-

pop is a technique for copying objects on a public display, using 

object proxies [1]. Maunder et al [9] designed SnapAndGrab a 

technique to share between private and public displays using 

camera and photo processing techniques. None of these prior 

systems have explored the benefits of natural human gestures for 

cross display object transfer. 

3. Flicking and Chucking 
We designed two techniques, for moving documents from the 

PDA onto a public display. We developed an implementation of 

the well used Flicking [6,13,18] and developed a one-handed 

interaction technique, we refer to as Chucking. In Flicking, the 

user puts the pen down on the document, drags the pen towards 

the desired direction and then releases the pen to send a document 

(Figure 1). Flicking can be easily adopted but requires the use of 

two hands.  

Studies show that one-handed use is the preferred method for 

operating a handheld device [Karlson et al]. In one-handed 

interactions, the user commonly grips onto the device and 

interacts using the thumb or other auxiliary fingers. While this 

mode of operation works well for interacting with buttons on a 

cell-phone for example, it does not work conveniently for touch-

input. The main reason is that the distance covered by the thumb 

is not sufficient to manipulate objects in the extreme and opposite 

corners of the device 

Chucking is a one-handed document sharing interaction. In 

Chucking, the user “gestures” the device as in Chucking cards on 

a table (not throwing). Active documents on the private device get 

transferred onto the public display. The motivation behind each of 

these techniques was to provide the user with a natural interaction 

to perform the sharing. Chucking is performed by means of a 

TiltControl™, a small device that we attach to a Pocket PC (can 

also be attached to cell-phone or other mobile devices). The 

TiltControl is able to detect the precise angle that the mobile 

device is being held at, and communicate this information with its 

host mobile device. Thus it allows to control any application on 

the device with motion e.g. turn the device into a wireless mouse, 

measure vehicle performance, automatically change screen 

orientation depending on the rotation and movement of the 

TiltControl. 

Figure 1. Flicking – from a steady state the user flicks the 

active object on the PDA onto the large display. 

 

Figure 2. Chucking – with one fluid back-to-front, analogous 

to dealing cards like a black jack dealer, the user can move the 

active object from private to public display. 

 

We use the parameters of the TiltControl to identify a Chucking 

motion. When the adequate gesture is invoked, Chucking 

communicates with the public display and sends the object. In the 

process of Chucking, the user can also tilt the device in the 

direction or position they wish to move the object to. In this 

manner, it allows control of position and sharing in one smooth 

and fluid movement (Figure 2).  

The implementation of Chucking is multifaceted and therefore we 

briefly explain some of its details. The implementation of 

Chucking consists of an application running on the mobile device 

and continuously polling the tilt readings (horizontal and vertical 

angle) from the attached TiltControl. To identify and accurately 



capture the gesture motion, we measure at frequent intervals the 

changes in vertical angles. We primarily use the direction and 

position of the changes with respect to the horizontal and vertical 

angles. When the desire angular movement is identified Chucking 

transfers the object to the public display.  

3.1 Bluetooth connectivity  
Sharing and connectivity in our system was based on Bluetooth 

pairing, similar to that used in [17]. We developed a simple 

protocol to assist in the document transfer. The Bluetooth 

connectivity imposed the significant bottleneck in our 

implementation and therefore several iterations were necessary to 

make the interaction seem natural.  

3.2 Prototype 
We designed a prototypical application to determined user 

satisfaction and ease of use with each of the two techniques. We 

designed a photo sharing prototype in C#.Net. In the application, 

user can select various images to make them active on the PDA. 

With the Chucking metaphor users can flip through images simply 

by rapidly tilting the device in a given direction. With Flicking, 

the user is given control buttons to iterate through the photo 

album. Our public display is simulated with a large projector 

display onto a wall. The application accepts images in any of three 

pre-defined locations. With he private PDA, the user can flick or 

chuck an image in any one of the three locations.  

Figure 3. Public display consisting of a projected application 

onto a wall. The public display can accept documents in 

various locations. 

 

4. Evaluation 
One question that bears some attention concerns how users 

perceive these various techniques as natural and how they interact 

with these. Since the ability to position was developed in our 

system, we choose object positioning as our experimental task. 

Chucking appears to be a natural form of interacting, we therefore 

hypothesized that participants will subjectively prefer Chucking to 

Flicking. However, we also hypothesized the Flicking will be 

more accurate than the Chucking metaphor. 

4.1 Task and Stimuli 
Participants were asked to send a list of images to any of the three 

locations of the public display from the PDA. The user could flip 

through the list of images to assign an active image for sharing. 

An image would appear on the public display in one of three 

positions (see Figure 3). The user would have to select that image 

on the device (with Flicking they would simply scroll and with 

Chucking they would tilt to select an active image) and send it to 

the public display in the location specified by the experimental 

system. We measured the accuracy at which the user was able to 

place the document during the transfer. 

4.2 Apparatus 
The experiment was conducted using a Dell AximX30 PDA with 

a TiltControl. The public display consisted of a workstation 

attached to a multimedia projector display. The workstation ran in 

single-user mode with its bluetooth device on and disconnected 

from all other network traffic. 

4.3 Participants 
Six right-handed volunteers, students in Computer Science  

department, participated in the experiment. 

4.4 Design 
All participants performed the experiment using both techniques. 

The presentation order of the two techniques was counterbalanced 

across participants. For each technique, the participant placed the 

image n one of 3 positions. For a particular position or target, 

each participant performed a total of 30 trials. Participants were 

given eight practice trials to familiarize themselves with the task. 

The experiment consisted of total 1080 trials as follows: 

6 participants x 2 techniques x 3 galleries for each technique x 30 

trials per gallery = 1080 trials. 

For each subject, the experiment was conducted in one sitting. 

Subjects were alternatively assigned to one of two experimental 

orders: Flicking technique followed by Chucking or Chucking 

first. A short questionnaire designed to elicit participants' 

subjective preferences for the two techniques was completed by 

participants at the end of the experiment. 

5. Results 
We were primarily interested in the user experience with both of 

these techniques. Since completion times would be dominated by 

the Bluetooth connectivity module we only used subject 

preferences and accuracy as measures. 

5.1 Accuracy Measurement 
Table 1 contains the average success rate for accurately 

positioning a document on the public display with both Flicking 

and Chucking for all participants.  

Table 1. Average Success (no. of times) for locating galleries 

Technique Direction Average Success 

Flicking 

Left 

Middle 

Right 

27 

29 

26 

Chucking 

Left 

Middle 

Right 

25 

28 

24 

We observe that participants are overall slightly more accurate 

with Flicking than with Chucking. There are two primary reasons 

for this performance. The first involves the angular movement of 

Chucking and the recognition of this gesture by our system. 

Where as we are able to fluidly “chuck” objects in the physical 

world, such action cannot be easily discretized into its elemental 

aspects and replicated in virtual environments. The second reason 

for slightly poorer accuracy with Chucking resulted from the 

inability to see objects on the screen once it was being titled in 

various directions. This led participants to send the wrong object 

to the public display. An improved system would necessitate 



mechanisms for improving selection of objects and sharing with 

tilt such that the gesture matches our real-world actions and that 

the user is not inhibited in the process. 

5.2 Preferences 
At the end of the experiment, participants were asked to rate their 

preference for each technique on a scale of -2 (very low) to 2 

(very high). The results summarized in Table 2 validate our 

second hypothesis and is consistent with the Accuracy 

measurement. 

Table 2.  Each cell contains participants’ preferences. -2 is a 

very low acceptance, and 2 very high. 0 is neutral. 

 - 2  -1 0 1 2 

Flicking  1  1 4 

Chucking   1 3 2 

From the experimental result, we have found that Flicking's 

performance is a slightly better than Chucking. Since Chucking 

also requires a gesture that may not work entirely the same as its 

physical counterpart, the participants required time to get 

acquainted with the technique. Some participants reported that 

because of the gesture in Chucking, they felt tired in their wrist at 

the end of the trials. These problems were not present in Flicking 

as it is fairly flexible in accepting a large range of movements 

from the participants.  

6. Multi-touch input 
Our initial implementation has focused on only one aspect of the 

private-to-public coupling, i.e. natural interactions to share 

objects. We believe that integrating multi-touch interactions with 

our system will improve our systems in several ways.  

Control of document position: using a multi-touch mechanism 

users can place their finger in one of several locations before 

performing the flick or the chuck. Since Chucking does not 

require fingers in its core interaction, this technique would require 

only one touch. However Flicking would necessitate multi-touch 

capability.  

Control of document orientation: in our current scenario we 

concentrated primarily on a vertical public display. However 

Chucking and Flicking could be utilized in horizontal displays, 

which would necessitate appropriate object orientation. Multi-

touch input could be sued to specify the orientation for the 

document before it even gets placed on the public display.  

Figure 4.a depicts the position of a finger (thumb for example) to 

position the document in one of three locations. While Figure 4.b 

depicts the position of the thumb again for orienting the object on 

the public display. We observe that multi-touch is not a 

requirement when the technique takes advantage of viewing the 

device as an additional input mechanism (as in the case of 

Chucking). However multi-touch is necessary for the case where 

already the input mechanism is dedicated to an action, in the case 

of Flicking for example.  

7. Conclusion 
It is very important to design natural interfaces and interaction 

techniques for MDEs. Chucking adopts one handed interaction 

which seems to be more natural for sharing documents from a 

private display to a public display. Our experiment and informal 

study have shown that Flicking and Chucking seem adequate for 

placing and sharing documents on public displays. Future work 

and workshop discussion will revolve around successful methods 

for integrating multi-touch input to extend that capabilities of 

Chucking and Flicking.  

Figure 4. Chucking and Flicking benefit touch input modes, 

for (a) specifying the position of the object on the public 

display, and for (b) identifying the orientation of the object.  
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ABSTRACT 
Interaction with groups carrying out tasks across multiple 
displays and devices can be complex. Users have to switch their 
attention from controlling one device to another while 
continuing with their ongoing activity and conversations. This 
raises questions about how to support and evaluate interface 
design which facilitate fluid interaction. This paper provides a 
nascent framework of fluidity as a way of analysing interactions 
across multiple displays and tasks. Three fluidity heuristics are 
outlined illustrating how they can be used to aid the design and 
evaluation of interactions with multi-display systems. 

1. INTRODUCTION 
Shareable and personal devices are providing designers with 
new opportunities for creating a wide range of rich technology-
augmented spaces that can support collaborative working, 
learning or playing. However, there are significant challenges in 
doing so: infrastructure and interfaces must be developed to 
share information, representations and interactions across an 
increasingly diverse ecology of devices. Furthermore, this 
diversification leads to a combinatorial explosion of factors that 
the designer must take into account when developing such a 
system for a user group, task or context. Such factors include 
the number of devices available to the users; what kinds of 
information should be shared and what should be private; what 
mechanism or metaphor should be used to move information 
between devices; and in what orientation should shared displays 
be placed. As pointed out by Tan et al. [6] there is a dearth of 
evaluation methods, tasks and metrics that could be used in 
evaluating multi-device collaborative environments. 

A key problem is managing the flow of work between displays, 
be they personal/small or shared/large displays, specifically 
how one addresses the other displays, and transfers work, from 
the one currently in use. Will they be controlled through 
gestures (if touch-enabled) or menus? Will animation help in 
reducing the cognitive overhead of switching between screens? 
How will the users be given feedback or retrieve their work if 
something goes wrong? Our research seeks to help designers 
address these questions by providing conceptual tools of 
analysis. 

2. BACKGROUND 
Fluidity is a concept that is increasingly being used to describe 
a desired state for new forms of interaction. This would be 
manifest in ways such as users being able to move smoothly 
between displays, devices and tasks without having to exert too 
much cognitive effort. In particular, users should not have to 
constantly switch their attention between control operations and 
the goals of the task. The aim is to enable a group’s actions and 
interactions with a system to be invisible (cognitively), ordinary 
and to flow smoothly. While this is an important goal, the 
concept has yet to be operationalized so that it is possible to 
assess the fluidity of the diversity of interactions when using 
multiple displays. 

Fluidity has been used to describe the various transitions that 
are needed to enable collaboration [7] and the obstacles that can 
hinder interactions, such as dialog boxes popping up [1] and as 
Isenberg et al. [3] have noted that these guidelines can be 

expressed in the positive sense of supporting high-level 
cognitive aspects of a task without forcing the user to deal with 
low-level objects. The benefit of such fluidity of interaction is 
that users can bring more of their attention and creativity to 
bear on their ultimate goals, or other demands such as 
collaboration, leading to more productivity and higher quality 
work. 
One approach to fluid interface design is in terms of reality-
based interaction [4]. This seeks to model real-world themes 
and to reduce the gap between a user’s goals and the means of 
execution. The real-world themes are naïve physics, body 
awareness, environmental awareness and social awareness. By 
designing interfaces, based on the rules of these dynamics, the 
need for low-level operational expertise is reduced, affording 
the user the opportunity to focus on higher-order goals and 
more focused creativity. Also, it should be easier for users to 
return to where they were previously when interrupted, as the 
cognitive effort of getting back into the framework of the 
interaction is reduced. This also affords the benefit of 
encouraging reflection and viewing the bigger picture for a 
fresh perspective or learning. As these interfaces provide more 
natural interaction it is also hypothesised that they will lead to 
better social interaction when working in groups. 

It follows that multiple display and device systems should not 
be unnecessarily complicated, and should employ reality-based 
interaction where possible, except where certain explicit trade-
offs are made to add further functionality. Jacob uses the 
analogy of the character Superman: when he is performing 
simple tasks he walks and talks like a regular human, but when 
the situation requires it he uses his powers to increase his 
efficiency in completing his task. 

The concept of fluidity is appropriate for analysing the complex 
development of multi-user, multi-device interactions. One 
challenge is to provide a way for users to get the most out of the 
technology at novice and expert levels. Too little help or 
signposting and the novice cannot engage with the system: too 
much and the expert user becomes frustrated. Guimbretière 
argues that dialog boxes, tool selections, object handles etc. are 
“inevitable to provide complex functionality” [1, pg. 3]. His 
FlowMenu [2] gives visual feedback without permanent menu 
bars or palettes by using a pen-addressed radial layout menu, 
which encircles the pointer whenever the menu is summoned 
but also allows experts to use gestural memory without 
feedback. 

However, collaboration is not governed solely by the quality of 
the interaction that the user has with the interface but also the 
interactions between the user and others, and other users and 
the interface. A successful collaborative task may depend on the 
ability of individuals to work singly in personal spaces while 
carefully choosing their interactions with the other users at 
various stages. Given the intricacy of group interactions, 
another challenge is to design computer interfaces which can 
support them while being simple enough to use that all group 
members can contribute effectively. 



 

3. FLUIDITY HEURISTICS 
Below we propose three heuristics that can be used to analyse 
how systems of multiple displays and devices are able to 
support users in achieving their task goals. These are ready-
presence ratio, cognitive focus maps and interaction matrices. 

3.1 Ready-presence Ratio 
The first heuristic, ready-presence ratio, is based on the idea of 
measuring interactions when moving between subjective states 
of involvement: our starting point is Heidegger’s well known 
concepts of readiness-to-hand and presence-at-hand (see also 
[8]). The canonical example of using a concrete tool such as a 
hammer exemplifies what it means to switch between ‘present-
at-hand’ and ‘ready-to-hand’ depending on the user’s awareness 
of the hammer. When hammering away at a nail one is often 
not aware of the hammer as being distinct from one’s own arm 
and hand or part of our ‘totality of involvements’. The tool 
becomes an extension of ourselves in the expression of our task. 
In this state the hammer is ready-to-hand. However, should the 
hammer break or hit our thumb we would become aware of the 
interruption to our task and the hammer would become present-
at-hand. 

In terms of user interactions, we employ this idea to 
conceptualise when a user is interrupted in the flow of 
completing their task. Higher-order user actions are those 
directly related to dealing creatively with a task; those which 
are directed at dealing with the state of the computer are lower-
order. Expressed as a ratio of higher- to lower-order action, 
fluidity is essentially the property of being in a higher cognitive 
state and focused on the task, not the tool. Thus: 

 
The key feature of fluidity is that it is a measure of the 
proportion of task-specific actions and cognition. For example, 
if a user is to draw a circle and label it with text, they might 
perform 15 operations dealing with low level aspects of the 
machine such as opening the program, selecting the appropriate 
view and palette, selecting the right tool, and changing to the 
text tool, and the operations which are related to the higher-
order goal such as drawing the circle or typing the text would 
amount to two. This would give a fluidity score of F=-0.77  
(2-15)/17). 

Compare this to performing a similar task on a drawing surface 
such as Guimbretière’s PostBrainstom interface [1]. The lower-
order task would be picking up the pen, but drawing the circle 
and writing the text would be done directly as two higher-order 
goal-centred operations, giving a fluidity score of F=0.33. 
Compared to the previous example the fluidity score F is large, 
and in a more positive direction, indicating that it leads to a 
more fluid interaction. 

As well as comparing across interfaces, this heuristic is also 
intended to be applied across experience levels. Supposing that 
a new interface is highly reality-based then experience level 
should have less of an effect on the F score. Any difference in F 
could indicate that experienced users are employing shortcuts, 
which could indicate an area for further study. 

When defining and analysing fluid human-computer 
interactions, therefore, it is important to take into account the 
users’ level of expertise with the task and the technology. It 
may be possible to design interfaces that are fluid to use by 
experts for a task but not for novices (e.g., a games console). 
There is a distinction also between expertise at lower and higher 
levels of action. For example, being an expert typist may not 

automatically confer an advantage to a player in a strategy 
game if they are not also expert at the higher-level goals and 
conventions of the game. Conversely, an expert tennis player 
might be at a disadvantage in a game of Wii Tennis against 
someone who has more expertise in using the WiiMote 
controller. 

3.2 Cognitive Focus Maps 
The second heuristic, cognitive focus maps, graphically project 
cognitive focus over time in an interaction. Figure 1 (top) shows 
an example of how an experienced user might interact with a 
complicated application like AutoCAD. After launching the 
application the user can begin outlining whilst in a high-order 
cognitive state and considering their design goals. Next the user 
has to specify a certain variable and a specific dialogue must be 
sought where the user can input a variable e.g. wall thickness, 
or material type. Because the user is experienced and knows 
what to expect they can interact smoothly and without feedback 
or cogitation. Like Jacob’s Superman the architect must make a 
small but useful interruption to their flow to make an explicit 
input. 

 
 

 
Figure 1. Cognitive focus over time in an interaction for 

(top) an experienced user and (bottom) during an 
interruption. 

Figure 1 (bottom) describes a difference scenario where an 
individual is sharing photos with someone else using a tabletop 
display such as a Microsoft Surface with an inturruption in the 
middle of the task. The figure is intended to highlight the 
difference between the users’ experience of interacting with the 
table at times when low-level objects must be dealt with, such 
as waiting for data transfer or resuming the machine after it 
goes into standby during the interruption, and being able to 
operate on the higher-order goals of the task such as the actual 
photo sharing and discussion. 

Following the interruption and resuming the machine from its 
standby state, a short period of time is spent by both users 
looking back over the photos in the stack. This is an example of 
how the user experience can be ‘buffered’ when moving back 
into an interaction, whereby remembering the state of the 

fluidity = 
higher-order – lower-order 

total operations 



 

interface before the interruption and the position of photos 
relative to each other can aid the users’ memories and help in 
resuming the conversational thread. This could be enhanced 
further by, for example, replaying recorded audio from before 
the interruption to assist recollection. 

3.3 Interaction Matrices 
Our third heuristic, interaction matrices, describes the 
interactions between groups of users with various interfaces. 
Supporting a collaborative design task requires the ability to 
move from working one-on-one with the computer, to social 
interaction, and multi-user interaction with the interface. In this 
context, fluidity impacts on the quality of an interaction that 
extends beyond the user-interface, as the properties of 
interaction ‘inside the interface’ can have an effect on social 
interactions ‘outside’, collaboration and the flow of ideas. Thus 
a user who is experiencing a fluid interaction with an interface 
will find it easier to take part in the social level of interaction, 
theoretically leading to better collaboration. 

Figure 2 depicts several modes of interaction using a short-hand 
notation, or interaction matrix, taking the form {(‘outside’ 
interactions):(interface interactions)}. Situation ‘A’ is the 
simplest: one user and one interface are having one interaction 
{1:1}. In ‘B’ there are three users all interacting with both the 
interface and each other. The dotted lines on the interface are 
meant to denote that there are different ways to divide the work 
area. All three users could be sharing the one interface together 
{(3*3):1} or they could be working in separate spaces and 
sharing between each others’ spaces {(3*3):(3*3)}, or simply 
working on their private spaces alone {(3*3):(1*3)}. In ‘C’ the 
users are interacting with each other but one user is mainly 
interacting with the interface. 
Situation ‘D’ is a special situation where an expert user is 
interacting with the interface in a way the other group cannot 
and the output of this interaction is used by the group 
{(3*3):1:1}, such as when using a facilitator. 

The interaction matrices can be used to describe how different 
user / interface combinations can lead to different design goals 
and expectations about fluidity. By separating the interaction 
matrices inside and outside the interface a clearer understanding 
can be reached of the true nature of interaction occurring. All 
these situations have different modes of interaction, but a fluid 
interaction between the user and the interface always benefits 
the entire goal, whether the user is in a group, alone, novice or 
expert. In ‘D’ the user is required to be highly expert as creating 
real-time visualisations of discussions is a complicated task. 
However, in ‘B’ simpler interface actions should be used to 
ensure all users have a similar level of control. Also, the 
interface should avoid dialog boxes, as it may be unclear which 
user it corresponds to. In ‘A’ the user can be novice or expert, 
depending on their level of experience and the necessity for 
complex ‘superpower’ operations. ‘C’ is in-between as the main 
user can fall on a range of expertise but other users may wish to 

input directly. 

4. USING THE HEURISTICS 
Our fluidity heuristics are intended to assist both in the design 
and evaluation of interfaces and the various types of 
interactions, and group modes, by expressing different aspects 
of the fluidity of these interactions. The ready-presence ratio is 
intended to focus the designer on the way a user experiences 
readiness-to-hand, when focused on the higher-order goals of 
the task, and presence-at-hand – seeing the user and the tool 
(interface) separately. This heuristic can be used in tandem with 
the guidelines produced by other authors (e.g. [1],[5]) to assist 
understanding of users’ shifts in conscious awareness at key 
points. It assists in evaluation of the overall interaction quality 
and in comparing across interfaces or user experience levels. 

The cognitive focus map can help in highlighting the transitions 
between users’ states of awareness and ‘presence’ in the 
interaction, to help identify key areas in the design of the 
interface to enhance the user experience. The area under the 
graph also gives an evaluative indication of the overall fluidity 
of the interface, where a larger area indicates greater time spent 
in goal-focused states of mind. By adjusting for the total length 
of time of the interaction, it could be possible to analyse 
interactions in a way which is less skewed by experience level, 
in terms of dealing with dialog boxes etc., than the ready-
presence ratio. 

The interaction matrices heuristic can be useful in designing an 
interface by highlighting the ways that groups and single users 
can interact with it and with each other. By separating the 
interactions inside and outside of the interface it can be seen 
where design goals, such as removing visual clutter, will be 
most effective. It also provides a shorthand way of expressing 
specific interaction modes to help facilitate discussion and 
evaluation. 
To illustrate how these heuristics can be used together to 
analyse how fluid the interactions are for users moving between 
displays consider the scenario of how scheduling work 
meetings could be enhanced through having a system of shared 
and personal displays. People in organisations use shared 
software calendars to arrange projects, meetings and schedules 
of work. However, it can be very time consuming to arrange a 
meeting, especially when it depends on email response. If a 
shared calendar application was made available whereby a large 
touchscreen could display an overall work schedule (i.e. a Gantt 
chart), representatives from each team could work either on the 
overview schedule or on small tablet or handheld devices to 
make fine-scale adjustments or to rearrange outside 
commitments around the emerging work schedule. The 
application could be analysed by using the three heuristics 
above. The interaction matrices would help in describing the 
different permutations of interaction possible in this 
arrangement, i.e. whether the users are all interacting with the 
large screen, their small screens or any combination between. 
This could assist a designer focus their methods for moving 

Figure 0. Different interaction modes and associated interaction matrices. 

A. 1:1 B. (3*3):(3*3) or (3*3):(1*3) C. (3*3):1 D. (3*3):1:1 



 

data between screens at the most appropriate times.  

The fluidity of the interaction could be assessed for each 
individual user using the ready-presence ratio. This would give 
an impression of how different styles of interface would support 
or hinder fluid interaction for any given situation. For example, 
when working on a small personal screen the user may have to 
make more low-level actions due to the size constraint of the 
interface, but this may lead to more rapid progression of the 
overall goal of organisation on the main chart. 
The cognitive focus maps can be used to analyse the interaction 
over time and to bring attention to key moments, such as when 
a user switches between working at the big screen to their 
individual screen, or to help design ways for users to 
collaborate or resume work after an interruption. Explicitly 
considering where the user is focusing their attention at certain 
points can help the interface designer support key actions. 

One problem which may arise when collaboratively creating 
schedules is that a clash may arise. Being able to work on their 
own sub-schedules individually, the team members involved 
can work in parallel to make fine adjustments and compromise 
to make the overall schedule work, and this could be expressed 
in an interaction matrix. Key points in this interaction would be 
the identifying of the clash on the main screen. Then the users 
would have to use the interface to edit their schedules 
individually and then return their change to the main schedule. 
How this is accomplished through interface design choices can 
be readily assessed using the ready-presence ratio and cognitive 
focus maps. Experimental studies could then be performed on 
different interface prototypes to evaluate their fluidity. 

5. SUMMARY 
We propose that in order for groups to effectively utilise 
multiple displays by switching work between screens, interfaces 
and interaction styles and be able to do so without interrupting 
the flow of their ongoing tasks, the interactions have to be fluid. 
However, fluidity can be a nebulous term that is difficult to 
define. In this paper we propose three heuristics intended to aid 
in the analysis of interface and task interactions, which can 
provide an indication of fluidity and clarify the processes 
involved. In so doing, they can highlight how to design for 
users so they can easily transition between multiple interfaces, 
tasks and conversation whilst keeping their creative thoughts 
and expressions ‘flowing’. 
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ABSTRACT
Recently large wall-sized displays are often seen in public
environment. Such wall-sized displays only show informa-
tion to users, but do not allow users to interact information
on the wall. Some input devices, such as touch panels, could
be used, but it is hard to develop larger touch panels and
they are extremely expensive. On the different perspective,
one of the main roles of such wall-sized displays is to deliver
information. However, few displays allow users to obtain de-
tailed information. This paper describes a wall-sized display
system which allows users to manipulate displayed informa-
tion by using their hand or fingers. Moreover, by using 2-D
barcode which can be recognized by recent mobile phones,
the system allows users to receive displayed information to
their mobile phones and to send information in the mobile
phones to the display.

1. INTRODUCTION
Recently we often see large wall-sized displays such as plasma
displays or LCD projectors in public environment. These
wall-sized displays are expected to be used as interactive
advertising posters or as interactive bulletin board.

In order for such wall-sized displays to function as an inter-
active media, two issues should be solved. One is a natural
and intuitive interaction method which is suitable for wall-
sized displays. Current wall-sized displays only output infor-
mation and do not allow inputs from users. For this issue,
traditional input devices such as mouse and keyboard are
inadequate. As well, when we imagine the scenes where the
wall-sized displays are used such as in public environment,
special devices such as a data glove which is popular in VR
researches or additional markers for motion capture is also
inadequate. One of the promising approach is computer vi-
sion based method such as body recognition or hand/finger
recognition. However, it must be a real-time recognition and

it must be robust for lighting condition.

Second issue is information transformation between the wall-
sized display and its users. For example, in case of adver-
tising posters, people might want to obtain a link to the de-
tailed information about the merchandise from the wall and
access to it later. In case of bulletin board, people might
want to publish their message or photos to the wall. For
this issue, using wireless LAN or bluetooth is a candidate.
However, it is not easy to send information to the user who
selected the information when there are some users interact-
ing with the wall. The system need to recognize who selects
and which information, authenticate the user (or his/her
information device), establish communication channel, and
send the information.

Only after these two issues are solved, the wall-sized display
works as an interactive media for information publication
and sharing.

This paper describes the wall-sized display system which
enables natural and intuitive interaction with users’ bare
hands and information transformation between the wall and
user’s mobile phone.

2. RELATED WORK

Interaction with Wall. As an input device for wall-sized
displays, a touch panel is a candidate. However, it is ex-
tremely expensive to develop larger touch panels. GestPoint
by GestureTek[5] uses two cameras to capture user’s hand
and enables to point an object displayed on the wall. How-
ever, it recognizes a hand position on a 2-D plane which is
perpendicular to the wall. It does not support the recog-
nition of 3-D recognition and gestures. Holowall[4] uses in-
frared light and infrared camera. It recognizes position and
shape of objects near the wall. Therefore, interaction is
limited on the wall or very close to the wall. Much worse,
Holowall requires larger space behind the wall to set up light
and cameras.

Information Transportation. There are some researches
which demonstrates transformation of information between
information terminals and personal devices. However, these
systems work only in closed environment. i-Land[1, 2] demon-



strated transportation of information by using small cube.
Users can transport information displayed on the wall to the
table. Pick-and-drop[3] showed intuitive information trans-
portation between PCs using wireless LAN. The user selects
information on one PC by pointing with the stylus and then
moves the information to another PC by pointing the PC.

3. VISION-BASED INTERACTION USING
HAND/FINGER

This section describes vision-based interaction with the wall-
sized display using hand and fingers.

3.1 Hardware
Figure 1 illustrates the hardware setup of the wall system.
On top of the display, a stereo camera unit (Point Grey Re-
search Digiclops[7]) is installed as these cameras look down
the floor. The camera unit is connected to the PC and the
PC’s screen is displayed on the wall.

Figure 1: Hardware setups and coordinates

3.2 Hand/finger Recognition
The hand/finger recognition is based on our previous work
on augmented desk system[8]. In [8], template matching
with normalized correlation were used in order to track fin-
gertips on 2-D surfaces. We extended this hand/finger recog-
nition to 3-D.

First, hand regions are segmented by using skin color in
each image captured by color CCD cameras in the camera
unit. Unlike most of other hand recognition researches, the
background subtraction is relatively easier because the back-
ground is the floor. There is no moving object such as other
humans and the floor’s color is dark and stable.

After the hand regions are segmented, an image shrinking
operation is applied to the hand regions in order to calculate
the center of each palm in camera view (i.e. 2-D).

Then, the template matching operation is applied to detect
fingertips. Figure 2 shows its result. Some fingertips are
occluded by the own hand. However, if we do not expect
complicated gestures, this is enough.

After the 2-D positions of each hand and fingertips are de-
cided for one camera view, their 3-D positions are calculated
by using stereo matching technology as seen in Figure ??.

Figure 2: Detection of hand and fingers.

3.3 Coordinate transformation
Let camera coordinate and screen coordinate be (Dx, Dy, Dz)
and (Sx, Sy, Sz), respectively such as shown in Figure 1. We
assume that the plane Dx − Dy is parallel to the planes
Sx − Sy.

The screen coordinate has to be calibrated when the system
is used for the first time. There is no need for calibration
unless the camera or the screen is moved.

Let the coordinates of the top-left corner and the bottom-
right corner of the screen in camera coordinate be (Px0, Py0, Pz0)
and (Px1, Py1, Pz1), respectively. The coordinates of hand
center in camera coordinate (Hx, Hy, Hz) is transformed to
those in screen coordinate (Sx, Sy, Sz) as follows.
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3.4 Gesture Recognition
The system recognize some gestures. Most important one is
a touch gesture. The system determines as the user touches
the screen if the distance between the user’s fingertip and
the screen is less than a certain threshold (e.g. 10 cm).

Other gestures are determined by counting the number of
recognized fingertips. When one finger for one hand is rec-
ognized, it is recognized as a pointing gesture. When no fin-
gertip is recognized, it is recognized as a grabbing gesture.
When three or more fingers are recognized, it is recognized
as a releasing gesture. Although these are very simple ges-
tures, they are enough to perform actions which are common
in GUI environment, such as click, drag, and release.

3.5 Performance Evaluation
The system tracks two hands simultaneously at 12 fps with
Pentium 4 3.2 GHz PC. This limitation is mainly because
of the limitation of the camera’s frame rate.



Figure 3: Accuracy of pointing.

We measured the accuracy of pointing of the system as be-
low. First, a 10x10 cm lattice was made on the wall. Then,
the user touched each grid point with his middle finger. Fig-
ure 3 shows its result. In the figure, the camera unit is at
the origin of the graph. Black dots show the measured co-
ordinates. Cross markers shows that the hand position was
not recognized correctly because the hand was out of the
camera’s sight. As seen in the figure, the errors are within 3
cm in the camera’s sight. We think it enough accuracy for
our large display applications.

4. INFORMATION TRANSFORMATION US-
ING MOBILE PHONES

As we described in Section 1, it is relatively difficult to ex-
change information between the wall and the user’s device
because of the authentication issue. We solved this by using
2-D barcode and its reader on the mobile phone.

The mobile phones which are able to read a special 2-D
barcode called QR-code are very popular in Japan. At the
first quarter of 2005, at least 30 million mobile phones, which
is one third of all phones in Japan, have such function. Some
text such as messages, URL address, or email address, are
encoded in this 2-D barcode. When the user captures the 2-
D barcode using a camera on the phone, the encoded text is
decoded. If the decoded text is an URL, the user can jump
to the site just by clicking the URL. If the decoded text is an
email address, the user can send a message and attachment
file to the address. Thanks to the generic mobile phones and
2-D barcode, our system becomes so scalable that it would
work in the real world.

4.1 System
Figure 4 shows an overview of the information transforma-
tion system. The system composed of three modules, mail
client, barcode generator, and display client. We described
them in detail.

Mail client. When the user send an email with an attach-
ment file to the specified address encoded in the 2-D barcode,

Figure 4: Information transformation system.

the mail client accesses to the mail server and download the
email. The email is divided into the text part and the at-
tachment file. The attachment file is sent to the display
client. The text part is used to get the date, subject, and
body of the email. The mail client is written by using Java
Mail API.

Barcode generator. The URL address where the attach-
ment file is saved is passed to the QR-Code generator[9] with
the date, subject, and body of the email. The QR-code gen-
erator generates a QR-code in which these information are
encoded, and then passes the QR-code to the display client.

Display client. Display client shows images attached to the
emails. when the user selects the image on the screen, the
display client shows the image and the QR-code generated
by the QR-code generator. By capturing the QR-code by
mobile phones, the user can obtain URL address where the
detailed information on the image are saved.

4.2 Application: Interactive Bulletin Board
Figure 5 shows Interactive Bulletin Board System which
demonstrates the information exchange between the wall
and the personal device. On the right, Icons which represent
each information are shown. At the bottom left corner, a
2-D barcode is displayed. This barcode encodes an email ad-
dress of a mail server corresponding to this bulletin board.
If the user want to upload a file to this board, he or she
captures the barcode and send the file to the email address.

When the user wants to see the detail of each displayed
icon, he or she points the icon with his or her finger. The
user does not need to touch the screen. Figure 5 shows a
snapshot of the wall when the user selected one icon and
the associated barcode is shown on the screen. In order to
download the information, the user may read the barcode
by his/her phone.

5. DISCUSSION



Figure 5: Interactive Wall. Detailed information
and QR-code are shown.

Figure 6: Interactive Wall. A user is downloading
detailed information using a mobile phone.

hand/finger recognition. The vision-based input looks sim-
ilar to GestPoint[5]. However, there are some essential differ-
ences between them. First, GestPoint recognizes 2-D move-
ment of a hand, but our system recognizes 3-D movement.
GestPoint recognizes one hand at a time, but our system rec-
ognizes more than one hand (depending on the CPU power).
Also, our system recognizes simple gestures by counting the
number of fingertips. Accuracy of pointing is not described
in GestPoint specification.

The camera unit is very small and it could be used not only
for projection screens but also for plasma displays.

On the other hand, there are some issues which should be
solved. Since our hand recognition system currently uses
skin color to detect hand region, it is sometimes unstable
for different light conditions. This issue could be solved by
using depth information which is obtained by stereo vision
instead of color information. Also, use of infrared cameras
would make it easier to detect human skins.

information transformation. As we described in Section
1, one of the issues when we try to exchange information
between public terminal and personal devices when there
are multiple users is how to identify and authenticate the
user who select information on the terminal. Our system
solved this issue by using 2-D barcode.

Currently our data transformation uses email system which
is based on SMTP protocol. Therefore, it is not adequate
for transferring large sized data such as movie clips.

6. CONCLUSIONS
We developed an interactive wall system which allows its
user to manipulate displayed information with or without
touching by his or her own hand. The system also allows the
user to exchange information between the wall and the user’s
mobile phone. and information transportation between the
wall and user’s mobile phones. Because of the use of 2-D
barcode and mobile phones, the system has become generic
and could be used in the real world.
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ABSTRACT 

In this paper we discuss some of the successes of current multi-

touch surfaces and look at what these interfaces enable. We work 

specifically with CityWall as a case study—a multi-touch display 

installed in the center of Helsinki. We then discuss some of the 

shortfalls, focusing on the limitations of technologies that 

unintentionally support novelty use and/ or disregard for content. 

We briefly touch-on some of the ideas under consideration for the 

next stages of development to overcome these perceived 

shortcomings. 

Categories and Subject Descriptors  

H.5.1. Multimedia Information Systems: 

General Terms 

Design, Experimentation, Human Factors 

Keywords 

Situated public displays, urban environments, multi-user 

interfaces, group interaction, multi-touch, gestural interfaces, 
experience-design. 

1. INTRODUCTION  

In this paper we discuss some of the limitations and affordances 

that a multi-touch display provides. We have installed a large 

multi-touch display called CityWall in the centre of Helsinki to 

observe how group interaction happens naturally there. We 

conducted extensive field trials and based on these findings we 

look at what such a system enables in such a context. We look 

briefly at other related works—the breadth of these though is too 

wide for the scope of this short paper. The main focus then is to 

outline what works, what does not work, and to explore further 

why this is and finally to look at what kind of improvements 

might then be tackled. We found that users do not process the 

actual information on the wall, rather the activity is as if learning 

to 'play ball' in a new medium. We are currently exploring future 

developments for CityWall and in this paper we touch on some of 

the improvements under consideration. We are exploring in 

particular how CityWall as an environment can go beyond its 

novelty factor and truly address the user experience.  There are 

many potential solutions we see in other works, particularly ones 

that work directly with the situated community. However 

simplicity of use has also shown itself to be a key factor. 

2. RELATED WORK  
Previously the social dimension of large display use has been 

studied in tabletop, ambient and large display research. Tabletop 

displays have been used primarily in collaborative work spaces. 

Research has presented new kinds of collaborative touch-based 

interaction techniques that also support multi-hand use [1, 2, 3]. 

Ambient displays do not usually involve direct interaction on their 

surface as they have been developed to investigate the ways in 

which displays can be situated in physical settings, representing 

movements of people in a space, displaying information that 

requires only peripheral attention, and increasing awareness of 

other users [4, 5, 6]. In this section we will briefly introduce some 

aspects of multi-touch systems that are currently in use, which 

relate to the kinds of issues we look at with the CityWall case 
study.  

The settings of large multi-user wall display research have ranged 

from collaborative workspaces in office environments to more 

public settings such as schools. A study on BlueBoard, a touch-

screen display that can identify its users, highlighted the benefits 

of visible physical actions facilitating learning from others, 

difficulties in developing turn-taking practices, and supporting 

ways to collaborate without necessitating anyone taking a leader 

role [7]. While CityWall does not identify its users, as a system it 

does readily support turn-taking and collaboration. A study on 

eyeCanvas, an interactive single user public display and bulletin 

board installed in a gallery café, highlighted the richness that 

messages containing not just plain text but also user contributed 

pictures and sketches can have and discussed ways to better 

enable ‘conversations’ [8]. Support for conversation is important 

for engaging users and we will discuss how this is missing in the 

current implementation of CityWall. 

Another system, Dynamo, was installed in a school as a multi-user 

public display for multimedia sharing. This system supported the 

use of private content with dedicated spaces on the screen for 

personal purposes. During the user study various use patterns 

evolved, including ways to draw other people’s attention through 

“upsizing” one’s pictures, and staging video performances in the 

display [9].  We found similar activities in our user studies with 

the enactment of performative roles, upstaging, upsizing etc and 

also aim to include private data in the future development of 
CityWall. 

Furthering the integration of multiple devices, a system such as 

iRoom (http://iwork.stanford.edu/) operates as a meeting, research 

and work space, combining large displays, wireless/multimodal 

I/O and mobile devices such as handheld PCs. Unfortunately it 

falls prey to the necessity for a ‘wizard user’ that is needed for 

solving problems and conflicts caused by the setup of changing 
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multiple devices. This is one of the pitfalls of connecting many 

devices to a system and needs to be considered when integrating 
private data and devices. 

Another problem with dealing with private data has been 

encountered with Braccetto (http://www.hxi.org.au/). This  large-

scale multi-touch system, can be used both as a tabletop and as a 

vertical display, making this a very flexible system where groups 

can video-conference, as well as file share and problem-solve 

simultaneously. The system is designed for use by groups working 

in emergency situations like fires and floods. However, due to 

strict government security policies users can work only with 

limited access to restricted information at any one time. This  

makes the system as  a portable environment—one of its aims—
cumbersome to use, and stalls the immediacy of team work.  

CityWall as a multi-touch gestural system (http://CityWall.org) is 

a vertical surface that works for multiple users 'playing' and 

sharing information remotely as well as locally. This system 

operates well in changing lighting conditions, both indoors and 

outdoors. The display is set as a permanent installation in an urban 

environment and initially aligned its ‘openings’ with local 

festivals and events. We will concentrate on this display—and the 
results of our field work—in the confines of this paper.  

3. AFFORDANCES AND LIMITATIONS 
For the remaining discussion we will concentrate on our case 

study, CityWall that was setup to investigate the interaction and 

situatedness of displays in an urban setting. CityWall can be used 

by people who take part in different events happening around 

Helsinki, as well as for daily life ‘events’. It shows the digital 

media content people have captured in those events and then have 

submitted to Internet media sharing services. 

We studied the use of the CityWall using two approaches. In a 

first series of studies at city events we recruited groups of visitors 

(around 6 participants per event) equipping them with mobile 

phones and applications to publish their pictures on the CityWall. 

These studies lasted a long weekend and were aimed at exploring 

how the CityWall supports groups at events [10]. A second 

approach was used to study passers by interaction at the display. 

The core of the study included observing interactions for eight 

days during summer 2007 [11]. A total of 1199 persons were 

observed to interact with the system in various social 

configurations. Videos of these encounters were examined 

qualitatively as well as quantitatively based on human coding of 

events. Many different types of interaction were observed during 

this time: crowding, massively parallel inter-action, teamwork, 

games, negotiations of transitions and handovers, conflict 

management, gestures and overt remarks to co-present people, and 

“marking” the display for others.  

The multi-touch feature, gesture-based interaction, and the 

physical display size contributed to these uses. Unlike in most of 

the settings in which public displays have been studied in previous 

research, a real urban environment is populated by individuals and 

groups that are strangers to each other. In our study it was shown 

how people were configured in groups of users and crowds of 

spectators rather than as individual users. They were able to use 

the display both in parallel and collectively by adopting different 

roles. Learning from other users may be one of the key 

explanations for this: seeing someone else using the display made 

people aware that it was an interactive installation and when 

standing behind the earlier users people learned more about its 

interactive properties. 

 

 
Figure 1. Two people using CityWall. 

 

The public location and size of CityWall created a sufficient space 

for a “stage” for multiple users who were able to adopt different 

roles, such as being teachers, apprentices, clowns, or members of 

the audience. In some cases, multiple activities were taking place 

at the same time at the display. Content on the wall and features of 

the interface were used as resources to coordinate the activity and 

to create events or interactions so they were meaningful in front of 

others: interaction could be perceived as a performance to others. 

The multi-touch feature of the interface was central, as it 

supported expressive gestures that helped participants in 

coordinating, communicating and acting out different roles. 

3.1 Novelty and “superficial usage” 
The CityWall project aimed at giving access to present and past 

events of the city by engaging passers by with tagged images. It 

became clear after on-site interviews that users were not always 

interested in the pictures but where mostly exploring the playful 

interface. The groups recruited at city events of course were 

interested mostly in the pictures they created and published on the 

CityWall. While it did occur that also passers by reported being 

interested in the pictures, the higher interest in the novelty and 
playfulness of the interface poses several challenges: 

Novelty “factor”: What happens when the novelty factor wears 

out? How do we keep users engaged with the installation? There 

have been cases of users coming back to the installation, to try it 

out again, sometimes this was users who were also professionally 

interested in the installation, or others that came back to show 

their friends how it works. Also a scenario where an installation 

constantly seduces passers by with its newly developed engaging 

interaction techniques is not feasible. Rapid design changes are 

not easily accomplished in such an environment. 

Application design: It is difficult to distinguish in our study the 

contribution of the application to the success in terms of usage but 

also the non-success in terms of users not paying attention to the 

content. What if, for example, pictures would have been organized 

not only chronologically but also using more thematic groupings? 

Users might have found a more “meaningful” way to browse the 

content. The problem of evaluating a multi-touch installation then 

shows how it might be difficult to distinguish between the 



contribution of the engaging multi-touch technique and how the 
application makes use of it.  

3.2 Limitations  
Our field studies indicate that one of the limitations of CityWall is 

that users only interact with the display after seeing it in use. So 

unless a more adventurous person, or somebody who knows how 

to work with the wall is active, then the display may be viewed as 

if it is a shop window or an advertising space and is not interacted 

with at all. As a work-around, we are looking to put in a time-out 

default setting displaying a life-size demonstration movie of 

people using the wall.   

As it stands, the interface is designed for intuitive use, and so that 

novice users can and do easily participate. We have already 

discussed the novelty factor in section 3.1. As Csikszentmihalyi 

argues, to maintain optimal engagement tasks need to be within 

the realm of the possible, but must still stretch the participant [19]. 

Here once the participants learn to use the timeline; rotate, 

enlarge, shrink, slide, and throw the images; perhaps even 

bringing friends, or showing others how to use—all the while 

enacting the roles as discussed in section 3—they have achieved 

the finite potential available. There are no more tasks to stretch 

the participant. If we want something to be taken up on a 

continuous basis, it is important to consider the addition of varied 

levels of difficulty to continue to ‘stretch’ the participants beyond 
this initial learning curve. 

Our field studies also indicated that other peoples images have 

limited relevance, unless the participants have some level of 

engagement with the place or activity. The tags and annotations to 

the images mainly give limited descriptors, so there are no stories 

that can be readily associated with the image, there are no reply 

comments that can be added onto at the site, so the only further 

discussions that happen at CityWall do so at an oral level, that is 

not then translated onto the digital display. Conversations and 

stories evoked at the wall are then lost. As well we found that 

most of the participants at CityWall were tourists to Helsinki, who 

had come there for either a festival or some event, so CityWall as 

an environment had no great ‘sense of place’ or on-going 
community engagement for them.   

One of the major limitations we find with the current interface 

design is that if one user moves the timeline it, then the timeline is 

moved for all users and people lose the content they were 

‘working’ with. So for example, if the current timeline is 

positioned at e.g. 21
st
 May 2007 and 2 groups are playing with 

two different sets of images, and one user moves the timeline 

forward to e.g. 13
th

 June 2008, then this move completely disrupts 

what the other group of users were doing with their images at 21
st
 

May 2007 and they can no longer access these. While this can 

facilitate interesting negotiations for groups at the wall (see 

Peltonen et al [11] and section 3) this severely limits the ability to 

engage in multiple interactive spaces and restricts entirely any 

threading of images—as photographic-type conversations—

through time [8]. CityWall supports “one conversation space and 

that without threading” [8, p. 9] so there is no way—without 

extensive scrolling back through time—to link images that are 

responses to other images in this current interface. During 

Helsinki festival we did see the participants and organizers 

enacting image-based ‘conversation’ about the event on CityWall. 

There is of course further discussion on what constitutes ‘a 
conversation’ and if either of eyeSpace or CityWall allow this.  

While we have analyzed the group dynamics and interactions at 

the wall, our studies have not analyzed the content there, nor the 

persistent photographic conversations  that may be in play from 
the community who do regularly upload images there.   

However, it may be that the participants to CityWall engage via 

Flickr only. For example, a search on Flickr for one of the tags 

used for CityWall, shows 319,049 results with one randomly 

selected image from the collection having 55 comments or 

exchanges (http://www.flickr.com/photos/doc18/262860166/), 

another with six comments, another again with eight. These 

participants may or may not be aware that their images  (because 

of how they are tagged) are also selected and displayed on 

CityWall, so while the picture-based exchanges and comments are 

occurring in an online environment, their relevance in the large 

display in an urban environment is at this stage unexplored and 

unknown. Another limitation for the participants who do actively 

and knowingly engage with posting images to CityWall is that 

while they may post these images online or via their phone, they 

have to physically return to the wall in order to see their images 

large-scale.  To enable follow-up comments on a multi-user multi-

touch display requires consideration of the interface design. 
Replication of an online environment is not a feasible solution. 

3.3 Affordances  
Above, we have detailed some of the limitations that our field 

studies have revealed, so what then are the successes we have 

found with this multi-touch display? Some are already discussed 

in section 3, but we will add detail in this section to enable further 

discussions and to ensure we bear these in mind for any future re-
design considerations. 

Firstly, what we find is that it is that novice users to technology 

generally can easily participate with this interactive display. This 

is a no-nonsense system of use, with no need for difficult drill-

down procedures or an intensive learning period to access the 

features. While we have discussed already this factor in terms of 

its limitations, it is important to consider technology proficiency. 

Where the intended audience is a passing general public, and an 

unknown quantity, novice-level use acts as a draw card for initial 

engagement, attracting the public in. Secondly, evidence from our 

video footage and interviews revealed an evident sense of 

achievement amongst these first-time users, of which the longer-

term impact cannot be gauged. Thirdly, for participants who 

added images and saw these on CityWall, there was interest in the 

content—and a palpable sense of ownership and involvement in 

the ‘event’. Their contribution was evident to themselves and to 

others at the time—they often bought others along to show-off 

their images—as well as being written into the archival history of 
the event.   

Finally, gesture and play as a pleasurable means to be able to 

interact was also evident, both with the display itself and with 

others interacting at the display. As Don Norman, a prominent 

interaction design researcher comments: gestural systems are 

“agreeable to the senses… [and] pleasurable to use. This [gestural 

system] engenders good feelings in users”. [13] This is an 

important feature of the CityWall display and should not be 

under-estimated—as is a facility in an urban environment that 

affords play and social activity. Video footage showed much 

laughter and enjoyment by our participants. However it is 

important to note, that while for some participants we witnessed 

an initial reluctance to participate, this rapidly evaporated after a 

few moves had been successfully negotiated. Confidence in use 



then, was fast achieved, and advanced rapidly into playful, 

experimental activity. In this environment it was observed that 

participants felt free to play and explore without fear of making 

errors. [14] Our field studies revealed our participants interacting 

in playful ways—they go to the city centre for leisure and 

entertainment (e.g. for a festival) and then look for things to do. 

The beauty of a work like CityWall is that it affords a place for 

just such ludic activity. CityWall offers people something to do, 

something to be involved with and a place and means to easily 
meet and interact with other people through. 

4. EXPANSION AND EXPERIMENTATION 
How then do we work with the limitations and affordances in a 

meaningful way to extend and improve the current 

implementation? We discuss here some of the considerations 

under review. Of course the implementation requires we are as 

critical of our technical practices, as we are of the kinds of 

activities we are looking to support. Some of what is under 

discussion here is in the early stages of experimentation and 

discussion in a design-development-iterate cycle that the small 
CityWall team deploys as its process. 

To support user’s engagement to the content presented on a public 

multi-touch display, we need to add more interaction techniques 

other than just simple browsing, moving and/or resizing of the 

content and items. This could be facilitated by looking at how to 

further support the collaborative interaction we have witnessed 

happening at multi-user public displays, for example considering 

how to develop additional interaction techniques that go beyond 

multi-touch. We note that CityWall makes use only of multi-touch 

gestures and visual output. This could be extended to combine 

gestures, the acoustic feature of speech and multi-touch, as we see 

with an interactive gestural and voice-activated environment such 

as PuppetWall [15]. New interaction techniques need not include 

only additional modalities, but could also contain new gestures 

that would for example help to go beyond the current 2D 

paradigm of resizing, moving and rotating objects. With three 

dimensional objects and space the current interaction interface and 

paradigms could be extended to enable a more sophisticated and 

in-depth level of access to information and content.  

In addition, current tabletop prototypes demonstrate the inclusion 

of several other interaction techniques. Mobile devices, physical 

artifacts and even something as simple as sound can dramatically 

change the user experience. For example, a mobile phone gives 

access to one’s own data and/or habitual ways of working (e.g. 

personal devices). Adding the capability for users to access their 

own data creates design opportunities to extend for users how they 

may then interact with a multi-touch installation, and also for 

defining what the display might be used for (e.g. they may process 
the information, or act more efficiently with all resources at hand).  

Having multiple users and both parallel and collaborative use 

happening at a public display raises the question of how to deal 

with conflicts that are unavoidable when users have different 

goals. For more in-depth use, where access to content on a deeper 

level is required, the ways to access multiple contents at different 

levels at the same time need re-consideration. A discussion around 

a design that enables and implements multiple timelines, allowing 

multi-use by groups and individuals is one potential way to 

resolve this. Recently work was published that proposes group 

gestures on multi-touch table top, which however was evaluated 

only in a laboratory setting [2]. According to our experience with 

CityWall, any design idea that structures group interaction should 

be trialed in a naturalistic setting, so that all elements affecting the 

interaction between the users and the system are present and can 
be observed.  

5. CONCLUSIONS  
The evaluation of CityWall either recruiting groups at events or 

analyzing passers by interaction resulted in several findings. The 

studies showed the difficulty in prolonging engagement of 

specific groups or communities. The CityWall does not provide 

support for conversation threads, persistent conversations or other 

thematic groupings other than chronological. We believe these 

would be beneficial to target usage beyond sporadic or ephemeral 
interactions of passers-by.  

The key issue is to how the CityWall is useful to users.  Generally 

either a specific practice is studied and becomes the design target 

of the technology or the technology enables a new practice. We 

feel that we have not yet found a clear hypothesis for neither of 

these approaches. For example if the CityWall is to address 
public-picture-sharing it should take this practice more seriously. 

The CityWall did support serendipitous social interaction in 

public space and a more conscious designlong these lines could be 

attempted. That an urban environment provides for its citizens a 

place for play activity, for genuine exchange, and unplanned 

interactions with strangers cannot be under-estimated. Despite 

some of the limitations coupled with these features, these aspects 

need to be maintained in future developments—so we look to add 

more features without taking away the affordances that genuinely 
work well. 

Currently the design does not concretely support any specific 

“practice”. One aspect of practice is of including specific 

communities and groups. How then can the interface—and the 

types of interactions this allows—be expanded to allow for more 

in-depth and meaningful exploration of content? How can this 

content have meaning to the inhabitants of the place itself—and 

the citizens of the city claim CityWall as their own? To do this 

well we need to ensure we ‘ask’ the stakeholders in the space—

the shop owners, the passers-by, the city-dwellers—what they 

need, and integrate the kinds of technologies and activities that fit 

well with their everyday activities, to allow them to meaningfully 

participate and co-author in their place. This requires we employ 

current critical cultural, technical, and community practices and 
ask what do our citizens want with their CityWall?  
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ABSTRACT
This paper focuses on the coupling of mobile hand-helds
with a stationary multi-touch table top device for collabora-
tive purposes. For different fields of application, such as the
health care domain, the coupling of these two technologies is
promising. For the example of sudoku puzzles we evaluated
the collaboration between multi-touch table top devices and
mobile hand-helds. During the small-scale evaluation we fo-
cused on the differences between face-to-face collaboration
and remote collaboration when solving problems collabora-
tively on table top devices and hand-helds.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation]: User
Interfaces; H.5.3 [Information Interfaces and Presen-
tation]: Group and Organization Interfaces

Keywords
Multi-touch user interfaces, Mobile user interfaces, Multi-
touch devices, Group interfaces, Collaboration

1. INTRODUCTION
In various computer applications the user has or wants to
collaborate with other users. The role of the user interface
is to optimally assist the collaboration of users. Whereas
broader research has been performed on collaboration via
desktop computers, there exists less experience on the col-
laboration using mobile or table top devices. For practical
applications the combination of these two technologies is of
special interest.

The challenge is, that the way of interacting with the mo-
bile devices typically differs significantly from the interaction
with table top devices. Whereas mobile devices are typically
only used by a single user at a time, simultaneous multi-user

input is possible on table top devices, especially when multi-
touch devices are used. Moreover, the possibilities to present
all relevant information to the user are substantially more
limited on mobile devices than on table top interfaces.

1.1 Mass casualty incidents
In different fields of application the coupling of a table top
device with mobile hand-helds makes sense. We plan to
improve the collaboration of paramedics or doctors with
the operation control center in mass casualty incidents by
coupling mobile hand-helds with a multi-touch table top.
Whereas paramedics and doctors require high mobility in
order to be able to move around in the field, the opera-
tion controllers require an overview of the overall situation.
Therefore equipping the paramedics with mobile devices and
equipping the operation control center with a table top de-
vice would make sense. The operation control center as well
as the paramedics retrieve from and store to the system all
patient related information [10].

The way of presenting the information on mobile devices
on the one hand and on the table top device on the other
hand differ slightly. Whereas on the table top device infor-
mation on the overall situation is presented, on the mobile
devices the information on specific patients is of primary
importance.

1.2 Modalities of collaboration
When coupling mobile devices with a multi-touch table top
two entirely different ways of collaboration are possible. Ei-
ther the table top device facilitates direct collaboration or
the mobile devices facilitate remote collaboration. The col-
laboration on the table top device includes the possibility
to directly keep track of all users’ interactions, to point at
problematic areas and to discuss face-to-face. When using
mobile hand-helds, the users not necessarily have to be in
the same room, they can freely move around during the col-
laboration. By combining the table top device with mobile
hand-helds we expect to take the advantages of both tech-
nologies.

1.3 Sudoku
The concrete problem which we chose for the first evaluation
of the collaboration between multi-touch table top devices
and mobile hand-helds was the sudoku puzzle. We chose the



Table 1: Sudoku solution (Start values are written
in bold).

7 9 4 5 8 2 1 3 6
2 6 8 9 3 1 7 4 5
3 1 5 4 7 6 9 8 2

6 8 9 7 1 5 3 2 4
4 3 2 8 6 9 5 7 1
1 5 7 2 4 3 8 6 9

8 2 1 6 5 7 4 9 3
9 4 3 1 2 8 6 5 7
5 7 6 3 9 4 2 1 8

sudoku puzzle because previous research has been performed
on the exploration of relationships at the example of sudoku
games by Klinker et al. [7]. First of all we want to focus on
the question of collaboration between mobile and table-top
devices, this subproblem can be represented at the example
of sudoku.

We implemented this puzzle on the table top device as well
as on the mobile devices. This puzzle consists of a 9*9 grid,
the grid consists of nine 3*3 sub-grids. The puzzle has to
be filled with numbers from 1 to 9 in a way, that each row,
column and sub-grid contains every number exactly once,
as shown in Table 1. On the basis of given start values the
sudoku puzzle typically is uniquely solvable.

At first glance sudoku seems to be an absolute single player
game. This is not true, in fact there are extended possi-
bilities for collaborative solving. Especially because of the
indirect dependence of the numbers from 1 to 9, the game
can be solved collaboratively by assigning one or more num-
bers to each player. This simple subdivision of the entire
problem facilitates the collaborative solving by up to nine
players. Note that a similar subdivision exists in mass casu-
alty incidents when assigning one or more patients to each
paramedic or doctor.

2. RELATED WORK
Previous research on coupling mobile hand-held devices with
public displays has been performed. The approach of Green-
berg et al. [3, 4] bases on hand-held devices with personal in-
formation and large displays with public information. Dur-
ing a real time meeting the participants can share personal
information and modify all public information. Carter et al.
[1] proposed a combination of public displays with hand-held
devices for public annotation of multimedia content. They
used hand-held devices to augment, comment and annotate
public content which is displayed on public displays. In the
health-care domain public and private displays were used
by Favela et al. [2]. They supported the decision making
of doctors and nurses with mobile computing technologies.
Furthermore they proposed a concept to integrate public dis-
plays in this ubiquitous application. Semi-public displays for
collaboration within smaller groups have been developed by
Huang et al. [6]. Their concept focuses on sharing informa-
tion on activities within certain user groups. Information
shared by group members is not fully public, it can be only
viewed and modified by group members.

3. SYSTEM SETUP
For playing the sudoku puzzle collaboratively on the mobile
hand-helds and the stationary table top device we designed
a simple system architecture. The state of the sudoku game
can be described by a string of 81 characters (assuming that
a standard sudoku puzzle with a 9*9 grid is played). Starting
in the upper left corner of the grid, all fields of the grid are
listed row-by-row. In summary each field can take on one of
19 different states, besides the empty state (represented by
0) it can contain a user state from 1 to 9 (represented by 1-9)
or a start state from 1 to 9 (represented by A-I). The current
system architecture bases on a client-server model. The ta-
ble top serves as the server to which the mobile hand-helds
are connected via a wireless network. The current commu-
nication protocol is restricted to the commands which are
compulsorily necessary for the collaborative solving of a su-
doku puzzle:

• State?
Client request for sending the current state of the su-
doku puzzle

• State! <valueString>
Client request for setting the current state of the su-
doku puzzle to the state which is described by the val-
ueString

• State <valueString>
Server response on both state requests with the state
contained in the valueString

• Action? <x> <y> <value>
Client request for setting the field in column x and row
y to value

• Action <x> <y> <value>
Server response on an action request containing the
value for the field in column x and row y

The requests for changing the server state typically succeed,
provided that the valueString is syntactically and semanti-
cally correct. The string has to contain 81 characters from
0-9 or A-I to be syntactically correct. In order to suceeed
the test on semantical correctness, the start states in the su-
doku puzzle must be arranged in a way that the sudoku is
solvable. For instance, each of the characters A-I may oc-
cur only once in each row, column and sub-grid. The fields
filled with user states, however, are not tested during the
semantical test because the sudoku remains solvable even if
the user states are semantically inconsistent (assumed that
the user interface contains the functionality to go back). On
the one hand clients can join a running game by sending the
State? request and on the other hand the clients can share
their game to other clients by sending the State! request.

The requests for performing actions are slightly more com-
plicated. An action which a client wants to perform can fail
for two reasons: The client tries to overwrite a field filled
with a start state with a user state or a other client tries to
change the field at the same time. When one of these con-
flicts occurs, the server sends the current field state (which
differs from the state requested by the client) in his action
response to inform the client that his action failed. This



Figure 1: Sudoku puzzle on the multi-touch table
top

concept is generally completely resistant against state in-
consistencies because of the fact that a central server decides
whose action succeeds and whose fails.

4. USER INTERFACE
As stated above, two different user interfaces are necessary
for the two interaction modalities. The table top system
has to support multiple concurrent users, while the mobile
UI should be easily usable with a stylus.

4.1 Table top device
Multi-touch technologies for public displays have first been
developed by Lee et al. in 1985 [9]. The multi-touch ta-
ble top which we used for our implementation is based on
the technology proposed by Han [5]. The table top user
interface is presented in Figure 1. It was inspired by the
JigSawDoku browser game [8]. On the left and right side of
the grid, users are presented a selection of colored number
tiles. Fixed numbers are shown with a white background.
Users can drag and drop the colored tiles into the free fields
of the sudoku grid by simply touching and moving them with
their fingers. As the table top system provides multi-touch
input, several users can concurrently move and place tiles.
As the users can view the table from any side, the tiles show
each number in four different orientations. To ease correct
placement, the tiles snap into the free fields below a certain
distance. During the game, users can quickly determine the
approximate number of fields left for a certain number by
looking at the tile colors. When the grid has been filled cor-
rectly, a message is displayed that the game has finished.
The time which users took to complete the puzzle is dis-

Figure 2: Sudoku puzzle on mobile devices

played on top of the screen as well as logged to a file for
later evaluation.

All tiles which are placed in the table top interface are
wirelessly transmitted to the hand-helds and also displayed
there. Vice versa, when a number is set on the hand-held,
one of the free tiles on the table top is moved to the correct
cell with a short animation.

4.2 Mobile hand-helds
The user interface for the mobile hand-held devices is shown
in Figure 2. Due to the fact that screen space is highly lim-
ited when developing for mobile hand-helds the visualization
differs from the one for the table top device. For the benefit
of overview we had to do without displaying all unset tiles
separately. Otherwise the space would have been too limited
to show the complete sudoku grid at once. Thus the user
interface then would have to contain intuitive metaphors to
scroll, pan and zoom. Therefore we alternatively sorted all
unset tiles on 9 different stacks and indicated the height of
these stacks numerically.

The metaphor for moving tiles slightly differs from the one
for the table top. During a review with experts we found out
that the movement of tiles by the ”‘stick-to-finger”’ metaphor
is very inaccurate for hand-held devices. However, separat-



Figure 3: Evaluation of the sudoku puzzle in a small-
scale user-study

ing the tile movement into the two steps tile selection and
tile placement worked quite well, when performing both of
these sub-actions with a separate click. First the user clicks
on the tile which he wants to place and afterward he clicks on
the field which he wants to fill with that tile. Furthermore
when the user wants to place several tiles from the same
stack, the first click is not required because the tile stacks
remain selected. Additionally a tenth stack was included,
the ”‘empty stack”’ which can be used to clear user state
fields. The metaphor for clearing fields works in analogy to
the one for filling fields: first the empty stack and then the
field which has to be cleared is selected. The height of the
”‘empty stack”’ indicates the number of tiles which have still
to be set in the current game.

5. EVALUATION
In addition to the expert review we performed a small-
scale evaluation to determine the advantages of coupling
mobile hand-helds with table top devices. In the user study
shown in Figure 3 we focused on the impact of physical pres-
ence on the effectiveness of collaboration. The better the
two user-interfaces support collaborative problem solving
the less face-to-face discussions are essential for successful
problem solving. Therefore we compared in the evaluation
the effectiveness of face-to-face and remote collaboration in
a quantitative manner. The subjective impression of the
participants was identified by a questionnaire.

In total 16 people participated in our small-scale user study.
Their objective was to solve five different sudoku puzzles
collaboratively in teams of four. We evaluated three different
alternatives of collaboration:

• Table top. All four people are collaborating at the
table top

• Face-to-face. Two people are collaborating at the
table top, two people are equipped with hand-helds.
All participants are in the same room.

• Remote. Similar to face-to-face, but all participants
are in different rooms (except the two at the table top).

Figure 4: Quantitative evaluation results

Due to the fact that we wanted every participant to evaluate
the face-to-face collaboration and the remote collaboration
on the hand-held as well as on the table top we needed two
cycles for these two alternatives. In summary five alterna-
tives had to be evaluated by our four teams. We permuted
the order of the alternatives to avoid training effects and to
compensate potential differences in the difficulty of the five
sudoku puzzles.

The quantitative results of the user-study are shown in Fig-
ure 4. When using the table top device the users solved
the sudoku puzzle within 473 seconds in average (SD: 194
s), whereas the face-to-face collaboration needed 585 seconds
(SD: 506 s) and the remote collaboration needed 566 seconds
in average (SD: 280 s). As a consequence the null hypothesis
could not be rejected in this small scale user-study. Face-
to-face collaboration, however, seems not to be faster than
remote collaboration when using hand held devices. This
is a quite remarkable result when it can be approved in a
larger user-study. On basis of this first small-scale evalua-
tion we can assume that collaboration works best when the
users are not only in the same room but also working on the
same device.

In addition to the quantitative evaluation the subjective im-
pression of the 16 participants was documented by a simple
questionnaire which consisted of six questions:

• Which interface you did enjoy more? (1..table top –
5..hand-held): 2,4 (SD: 1,4)

• Which interface was more efficient? (1..table top –
5..hand-held): 2,6 (SD: 1,3)

• Have you been disturbed by the actions of other players
when you played on the hand-held? (1..very often –
5..never): 3,1 (SD: 1,2)

• Have you been disturbed by the actions of other players
when you played at the table top? (1..very often –
5..never): 1,9 (SD: 0,7)

• How present were the other players when you played



on the hand-held? (1..very present – 5..not present):
2,5 (SD: 1,0)

• How present were the other players when you played
at the table top? (1..very present – 5..not present):
2,1 (SD: 0,9)

Regarding the interface the participants could not clearly
decide between the table top and the hand-held device. The
users on the table top were often disturbed by the hand-held
users whereas they were not that much disturbing for the
hand-held players. On the other hand the high disturbance
leads to a high presence of the hand-held players.

6. CONCLUSION AND FUTURE WORK
We presented an approach to couple mobile hand-helds with
a stationary multi-touch table top device. The evaluation
showed that mobile hand-helds enable the users to remotely
collaborate with users playing on the table top. Whereas
a table top offers possibilities for direct collaboration, the
physical presence of all participants can not be guaranteed
in all applications. Therefore the extension of existing table
top applications with mobile user-interfaces leads to an en-
richment for the hole application. The future work will be to
find out how the different modalities of collaboration work
in detail. For instance it is interesting, whether the con-
tribution of every single player depends on the used input
device.
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ABSTRACT
The development of FTIR (Frustrated Total Internal Reflec-
tion) technology has enabled the construction of large-scale,
low-cost, multi-touch displays. These displays—capable of
sensing fingers, hands, and whole arms—have great poten-
tial for exploring complex data in a natural manner and
easily scale in size and the number of simultaneous users. In
this context, access and security problems arise if a larger
team operates the surface with different access rights. The
team members might have different levels of authority or
specific roles, which determines what functions they are al-
lowed to access via the multi-touch surface. In this paper we
present first concepts and strategies to use a mobile phone
to spontaneously authenticate and interact with sub-regions
of a large-scale multi-touch wall.

Categories and Subject Descriptors
H.5.2 [User Interfaces]: Input devices and strategies, in-
teraction styles.

Keywords
Multi-touch interaction, frustrated total internal reflection,
large displays, mobile devices, input strategies, authentica-
tion, emergency scenario, CSCW.

1. INTRODUCTION & MOTIVATION
Multi-touch interaction with computationally enhanced sur-
faces has received considerable attention in the last few years.
The rediscovery of the FTIR principle, which allows for

building such surfaces at low cost, has pushed the devel-
opment of new large-scale multi-touch applications fast for-
ward. These walls are well suited for multi-user collabo-
ration with large data sets, such as geographical or time-
stamped data. In scenarios with large surfaces (i.e. more
than 2 meters) and large groups of users (i.e., more than
two) controlling access to content and functionality made
available through the multi-touch surface is often an impor-
tant requirement. However, although FTIR allows identify-
ing a large number of contact points on the wall, it does not
discriminate between different users. This makes it difficult
to control who is issuing a command. This can lead to severe
security problems if the multi-touch wall is used for trigger-
ing real-world events, as is the case in control room scenarios.
For example, in an emergency response to a flooding event
(cf. [9]), where a team of experts needs to coordinate mobile
forces on the ground (e.g., fire brigades) and monitor data
on a geographical representation (e.g., flood level and degree
of pollution of air and water), not all users should be able to
manipulate all data presented on the multi-touch wall. De-
pending on the particular policy, only the commander of the
fire brigade forces might be allowed to send a mobile unit
to a new target (e.g., by pointing to the unit and the new
destination). Authentication concepts known from desktop
computing are not well suited for these settings, since they
usually grant access to an application or the whole computer,
rather than to a local area of the screen.

In this paper we are addressing the problem that in some
collaborative work situations the group of users of a multi-
touch wall varies greatly in competence, hierarchical level,
and decision-making authority, demanding a dedicated au-
thentication and access mechanism for small regions of a
multi-touch surface. We present a first solution for how to
authenticate a user who wants to interact with a sub-region
of a multi-touch wall. We present novel concepts that en-
rich the interaction with multi-touch surfaces by using a
personal mobile device to spontaneously authenticate and
interact with the multi-touch wall.



Figure 1: Multi-user interaction with a multi-touch
wall in an emergency scenario without dedicated ac-
cess control: The user is selecting an authentication
level by pressing a button representing a certain
role.

The paper is structured as follows: First we briefly give an
overview of related work. In Section 3 we introduce an au-
thentication concept using the flashlight and Bluetooth unit
of a mobile device as response channels. Due to the fact that
we did not yet run user tests on the interaction we discuss
some possible variants of the basic concept, which we intend
to evaluate in the future. We also present more general ideas
for how to enrich the functionalities of a large scale multi-
touch wall using mobile devices in an emergency setting. In
Section 3 we briefly summarize the state of implementation.
In the last section we present our conclusion and ideas for
future work.

2. RELATED WORK
Collaborative visualization and decision-making tools for cri-
sis response has been a classical field of the Digital Cartogra-
phy, Visualization and GIS communities. In addition, other
disciplines, such as the HCI and Ubiquitous Computing com-
munities, have tried to tackle various aspects of this prob-
lem. Most of the existing work focuses on large format map
applications that support decision-making, for example, in
an emergency operation center (EOC). McEachren [5] et al.
provide a good overview of these large format map applica-
tions that support collaborative visualization and decision-
making. The GIS wallboard [3] is a conceptual example of
an electronic white board envisioned to support sketch-based
gestures to interact with geospatial data. Sharma et al. [8]
concentrate on multi-modal interaction (speech and gesture)
with a large dynamic map display and evaluated that sys-
tem in a crisis response scenario with real users. All this
work concentrates on supporting decision-making and group
collaboration in an EOC, but does not concentrate on the
problem of multi-user interaction with different levels of au-
thority. An interesting alternative to classical input devices,
like mice and keyboards, especially in emergency scenarios
is multi-touch technology, which allows multi-finger and bi-
manual operation [1], because in such scenarios users have to
make large-scale decisions very quickly and definitely. Sev-

eral hardware solutions exist that allow the realization of
multi-touch input on surfaces of different sizes. Buxton1

gives a thorough overview of current technologies as well as
the history of multi-touch surfaces.

Jeff Han presented the original FTIR multi-touch sensing
work in February 2006 at the Technology Entertainment
Design (TED) Conference [4]. This technology has the ad-
vantages in that it can be constructed from readily available
components, is cheap and can be scaled without problems to
a large scale multi-touch wall. Using this technology, multi-
touch surfaces can be easily integrated into EOC where users
often interact with geospatial information. However, FTIR
surfaces just detect touch events and do not provide the
identity of the users, per se. If multi-touch applications need
to distinguish between different users, the Diamond Touch
concept from MERL [2] could be used, with the drawback
that the users either need to be wired or stay in specially
prepared locations. Because an EOC is a very dynamic work
setting and users have to be flexible and switch between dif-
ferent work stations, such a technology is not useful for an
emergency scenario. We have determined that the benefits
of using FTIR far outweigh the disadvantage that it does
not identify users.

Mayrhofer et al. [6] present a method for establishing and
securing spontaneous interactions on the basis of spatial ref-
erences which are obtained by accurate sensing of relative
device positions. In their work they implemented an inter-
locked protocol using radio frequency messages and ultra-
sonic pulses for verifying that two devices share a secret.

3. USER IDENTIFICATION & AUTHENTI-
CATION

As already motivated in the introduction, collaborative work
at a multi-touch surface often involves users with different
roles, competencies, and scopes of expertise. In an emer-
gency response scenario, for example, a media contact per-
son may be allowed to visualize statistical data on the wall
to get an up-to-date picture of the situation, while only the
officer-in-charge may command emergency troops at the real
emergency site. It would thus increase safety and security if
the system could distinguish between users or if individual
input events could be authenticated. This would also help
in a later analysis of the events that took place, since critical
operations could be attributed to individual users.

Even in such a scenario we would like to retain the direct-
touch interaction scheme of FTIR multi-touch surfaces as
much as possible. We assume that most interactions are
allowed for every user and that only a small subset of in-
teractions are critical, e.g., because they trigger external
real-world events such as sending troops to a specific po-
sition. It therefore seems to be acceptable if these critical
operations require a slightly higher interaction effort than
the other operations.

The minimum requirement to support the above scenario is
to identify the user who generates the critical input event.
The system could then check whether the identified user is

1http://www.billbuxton.com/multitouchOverview.html
(2008)



Figure 2: Interaction scheme to authenticate with a specific user role on an FTIR multi-touch surface: (i)
The user touches the wall with the phone. (ii) The mobile phone flash light sends a light flash (or a camera
flash) to indicate the region the user wants to interact with and at the same time initializes the authentication
process. (iii+iv) The user can interact in his/her assigned role with the wall and do critical actions.

authorized to trigger the associated action. A better solution
would be to also cryptographically authenticate the user at-
tempting the input action instead of mere identification. Of
course, it would be best to continuously authenticate each
individual contact point, e.g., each contact point during a
dragging operation. However, this is not possible given bare
finger input and current FTIR technology. It is also not nec-
essary for enabling scenarios like the one outlined above. A
solution in which a user “logs in” to a small region in order
to gain exclusive access to the region until the user releases
that region again does not seem to be adequate, because
we assume that, in general, quick access to all parts of the
multi-touch surface is required.

We therefore propose to identify—and if possible also au-
thenticate—users in the case of critical operations by using
a mobile device as a mediator. We assume that the device
contains a flash light and Bluetooth connectivity, and is able
to detect touch events with an integrated microphone or ac-
celerometer. We further assume that the FTIR system has a
second camera that detects light flashes in the visible range.
The basic identification scheme (without cryptographic au-
thentication) works as follows:

1. The user touches a region of the wall with the phone.

2. The phone detects the touch event with its built-in ac-
celerometer or microphone and generates a light flash.
Simultaneously it sends the user ID via Bluetooth.
(Optionally, microphones can be installed at the multi-
touch surface as proposed in [7] to determine the po-
sition of touch event on the surface.)

3. The surface detects the light flash at a certain position
and receives the user ID via Bluetooth. The light flash
can be distinguished from finger touch events, because
it produces a bright light strobe in the visible range,
whereas finger touch events are detectable mainly in
the infrared range.

4. The surface either detects the light flash first or re-
ceives the user ID via Bluetooth first. Both events
have to be received within a short time window ∆t. If
either one is missing or if they are more than ∆t apart,
the protocol is aborted. If more than one flash event
and one ID event are detected during a time window
extending from ∆t before the first event and ∆t after
the second event, this is considered as a collision.

5. If a collision was detected the server asks one of the
devices that have sent an ID to repeat the procedure.
Here also random backoff procedures could be used
to resolve the collision, in which the device waits a
random amount of time before a retransmission is at-
tempted (c.f. Ethernet media access).

6. If a unique association of position and user ID is found
the server looks up the authorization data for the ob-
ject at the respective position and checks whether the
user is allowed to perform the action. If so, a positive
response is sent via Bluetooth and the action is exe-
cuted. In addition, visible feedback on the region is
given to indicate success or failure.

The above algorithm uniquely identifies input events on in-
dividual regions, even with multiple simultaneous users gen-
erating finger input events and multiple users generating
phone touch events. If a user touches some other object
this will generate only a Bluetooth ID event, but no flash
event will be detected by the surface, so the algorithm will
abort or a collision with another user will happen. The algo-
rithm is guaranteed to uniquely associate user identities to
regions if both events are generated and sensed within ∆t.

A shortcoming of this algorithm is that it is not crypto-
graphically secure. An attacker could forge a user ID and
thus execute unauthorized critical operations on behalf of
another user. We identified the following requirements for
an algorithm that authenticates input on a sub-region of the
multi-touch wall to support the above scenario:

• The main goal is to ensure that critical operations are
only executed by authorized users. The authentication
scheme thus has to prove the identity as well as the
input position of the user who attempts the operation.

• The system should log all critical interactions for later
analysis and documentation. Ideally, the system should
also ensure non-repudiation of critical interactions. It
should be possible to reconstruct who was responsible
for which interaction.

• The system should allow for easy and spontaneous
authentication without requiring too much effort and
without interfering with other simultaneous users who
perform non-critical operations.



Figure 3: General interaction scheme to identify a user with a certain area on an FTIR multi-touch surface:
(i) The user touches the wall with the phone. (ii) The mobile phone flash light sends a light flash (or a
camera flash) to indicate the region the user wants to interact with and at the same time initializes the
authentication process. (iii+iv) The user is identified can interact in his/her assigned role with the wall and
do critical actions. The more detail scheme is described in the body of that paper.

With Bluetooth we have a high bandwidth connection but
we cannot determine the position on the multi-touch surface
where the user actually touched the surface. With the flash
light we have a very low bandwidth data channel and way to
detect the input position. We assume that the multi-touch
surface server and all mobile devices that are allowed to
interact with the surface have a pair of cryptographic keys—
a public key, a private key, and a corresponding certificate.

We propose the following preliminary authentication scheme.
In order to prevent forging, the user ID is signed with the
private key of the mobile device before sending it to the
server. To prevent replay attacks a timestamp and a se-
quence number are included in the authentication request.
The authentication protocol proceeds as follows:

1. The user touches a region of the wall with the phone.

2. The phone detects the touch event with its built-in ac-
celerometer or microphone and generates a light flash.
Simultaneously it sends the message m via Bluetooth:

m = enc(R′, pubKeyserver)

with

R′ = (R, sign(hash(R), privKeydevice))

R = (opcode, userID, time, seq.nr., rand.delay)

opcode = inputrequest

We assume that only the device knows privKeydevice

and thus only it is able to generate a valid “input re-
quest” message.

3. The surface detects the light flash at a certain posi-
tion and receives m via Bluetooth. If the content of
m cannot be verified it is discarded. Verification in-
cludes the signature, the timestamp, and the sequence
number for that device.

4. As above, if more than one flash event and one ID event
are detected during a time window extending from ∆t
before the first event and ∆t after the second event,
this is considered as a collision.

5. As above, if a collision was detected the process is re-
peated.

6. As above, authorization is performed and feedback is
given accordingly.

We assume that a valid signature of the message sent via
Bluetooth can only be generated by the device containing
the private key. Therefore the server can be sure that a
successfully verified ID stems from an authentic input re-
quest. If an attacker produces or replays an input request,
verification will fail at the server. However, an attacker can
produce flash events. If we assume that the authentic device
produces a flash event as well, the attacker can only produce
a collision.

A problem occurs, if a device generates an input request, but
the corresponding light flash is not detected by the surface.
This could happen if a touch event is triggered while not
facing the surface. In this case the light flash would never
reach the surface and an attacker could produce a light flash
on some random display region.

To solve this problem, a second light flash could be pro-
duced after a random delay whose duration is sent in m (see
step 2 above). The attacker would then have to guess the
right delay and produce the second flash at exactly the right
moment. If the server detects a flash before the indicated
delay, the procedure is aborted. The security of this ap-
proach depends on the accuracy with which the camera can
detect the light flashes. In the current setup, the camera
runs at 30 Hz, which severly limits the bandwidth of the vi-
sual channel. An obvious way to get a higher bandwidth is
to increase the frame rate of the camera. We are also work-
ing on other solutions. One idea is to introduce a light back
channel. A challenge could be sent by projecting a pattern
on the surface next to the detected light spot. The camera
of a mobile device is normally located next to the light flash
and could detect the challenge and send it back to the server
(signed and encrypted). This approach has the advantages
that the back channel via the mobile device camera has a
higher bandwidth and we can be sure that the user is ac-
tually interacting with the right sub-regions of a large-scale
multi-touch wall.

For the implementation we use a Nokia 5500 with a built-
in flash light and the Nokia N95 using its built-in camera
flash. A camera image (recorded by a DragonFly camera
with an infrared filter) of the raw camera image and the N95
touching the multi-touch surface can be seen in Figure 4.
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ABSTRACT
In many different application domains the use of 3D visual-
ization is accelerating. If the complexity of 3D data increases
often stereoscopic display provides a better insight for do-
main experts as well as ordinary users. Usually, interaction
with and visualization of the 3D data is decoupled because
manipulation of stereoscopic content is still a challenging
task. Hence, 3D data is visualized stereoscopically whereas
interaction is performed via 2D graphical user interfaces.
Although such interscopic interaction between stereoscopic
and monoscopic content is of major interest in many ap-
plication domains it has not been sufficiently investigated.
Recently emerging multi–touch interfaces promise an alter-
native approach to this challenge. While multi–touch has
shown its usefulness for 2D interfaces by providing more
natural and intuitive interaction, it has not been considered
if and how these concepts can be extended to 3D multi–
touch interfaces, in particular in combination with stereo-
scopic display. In this paper we discuss the potentials and
the limitations as well as possible solutions for the interac-
tion with interscopic data via multi–touch interfaces.

1. BACKGROUND AND MOTIVATION
In recent years virtual environments (VEs) have become
more and more popular and widespread due to the require-
ments of numerous application areas. Two–dimensional desk-
top systems are often limited in cases where natural inter-
faces are desired. In these cases virtual reality (VR) systems
using tracking technologies and stereoscopic projections of
three–dimensional synthetic worlds support a better explo-
ration of complex data sets. Although costs as well as the
effort to acquire and maintain VR systems have decreased
to a moderate level, these setups are only used in highly
specific application scenarios within some VR laboratories.
In most human-computer interaction processes VR systems
are only rarely applied by ordinary users or by experts –
even when 3D tasks have to be accomplished [1]. One rea-

son for this is the inconvenient instrumentation required to
allow immersive interactions in such VR systems, i. e., the
user is forced to wear stereo glasses, tracked devices, gloves
etc. Furthermore the most effective ways for humans to in-
teract with synthetic 3D environments have not finally been
determined [1, 3]. Even the WIMP metaphor [14], which
is used for 2D-Desktop interaction, has its limitations when
it comes to direct manipulation of 3D data sets [6], e. g.,
via 3D widgets [7]. Devices with three or more degrees of
freedom (DoFs) may provide a more direct interface to 3D
manipulations than their 2D counterparts, but using multi-
ple DoFs simultaneously still involves problems [3]. Most 3D
applications also include 2D user interface elements, such as
menus, texts and images, in combination with 3D content.
While 3D content usually benefits from stereoscopic visual-
ization 2D GUI items often do not have associated depth
information. Therefore, interactions between monoscopic
and stereoscopic elements, so–called interscopic interactions,
have not been fully examined with special consideration of
the interrelations between the elements.

Multi–touch interaction with computationally enhanced sur-
faces has received considerable attention in recent years.
When talking about multi-touch surfaces we think of sur-
faces that support multi-finger and multi-hand operation (in
analogy to the seminal work by Bill Buxton [5]). Multi–
touch surfaces can be realised by using different technolo-
gies, ranging from capacitive sensing to video analysis of
infrared or full color video images. Recently the promising
FTIR (frustrated total internal reflection) technology has
been rediscovered by Jeff Han [12]. Its cheap footprint has
accelerated the usage of multi–touch in the last two years.
If multi–touch applications need to distinguish between dif-
ferent users, the Diamond Touch concept from MERL [8]
could be used, with the drawback that the users either need
to be wired or stay in specially prepared locations. Another
benefit of multi–touch technology is that the user does not
have to wear inconvenient devices in order to interact in an
intuitive way [16]. Furthermore, the DoF are restricted by
the physical constraints of the touch screen. In combination
with autostereoscopic displays such a system can avoid any
instrumentation of the user, while providing an advanced
user experience. However, the benefits and limitations of
using multi–touch in combination with stereoscopic display
have not been examined in-depth and are not well under-
stood. Our experiences make us believe that mobile devices



Figure 1: Illustration of two users interacting with
stereo- as well as monoscopic content.

with multi–touch enabled surfaces, such as the iPhone/iPod
touch, have great potential to support and enrich the in-
teraction with large scale stereoscopic projection screens or
even in immersive virtual reality. In this position paper we
discuss challenges of such user interfaces for stereoscopic dis-
play setups and in particular the role multi–touch enabled
mobile devices could play in those environments.

The paper is structured as follows: In section two we dis-
cuss issues related to the parallax-dependent selection and
direct manipulation of 3D objects as well as issues related
to navigation in 3D data sets. These issues have to be taken
into account when designing a multi–touch user interface for
3D interaction. In addition, we will illustrate how the com-
bination of a mobile multi–touch device and a stereoscopic
multi–touch wall can enrich the interaction and solve exist-
ing interaction problems. Furthermore, we discuss applica-
tion areas that show the potential for the interaction with
stereoscopic content via multi–touch interfaces, in particular
multi-touch enabled mobile devices. Section 3 concludes the
paper.

2. MULTI–TOUCHING 3D DATA
In this section we discuss aspects which have to be taken
into account when designing a multi–touch user interface
for interscopic interaction.

2.1 Parallax Paradigms
When stereoscopic display is used each eye of the user per-
ceives a different perspective of the same scene. This can
be achieved by using different technologies, either by having
the user wear special glasses or by using special 3D displays.
Although the resulting binocular disparity provides an ad-
ditional depth cue, in a stereoscopic representation of a 3D
scene it may be hard to access distant objects [3]. This
applies in particular if the interaction is restricted to a 2D
touch surface. Objects might be displayed with different
parallax paradigms, i. e., negative, zero, and positive par-
allax, resulting in different stereoscopic effects. Interaction
with objects that are displayed with different parallaxes is
still a challenging task in VR–based environments.

2.1.1 Negative Parallax
When stereoscopic content is displayed with negative paral-
lax the data appears to be in front of the projection screen
(see orange-colored box in Figure 1). Hence, when the user
wants to interact with data objects by touching, s/he is lim-
ited to touch the area behind the objects since multi–touch
screens capture only direct contacts. Therefore, the user

virtually has to move fingers or her/himself through vir-
tual objects, and the stereoscopic projection is disturbed.
Consequently, immersion may get lost. This problem is a
common issue known from two-dimensional representation
of the mouse cursor within a stereoscopic image. While the
mouse cursor can be displayed stereoscopically on top of
stereoscopic objects [18], movements of real objects in the
physical space, e. g., the user’s hands, cannot be constrained
such that they appear only on top of virtual objects.

2.1.2 Zero Parallax
If stereoscopic content is displayed with zero parallax an ob-
ject appears to be aligned with the projection screen (see
green-colored rectangle in Figure 1). Hence both eyes per-
ceive the same image which causes a two-dimensional im-
pression. As mentioned in Section 1, for such a situation
multi–touch interfaces have considerable potential to en-
hance the interaction process, in particular when 2D ma-
nipulations are intended.

2.1.3 Positive Parallax
When stereoscopic content is displayed with positive paral-
lax the data appears to be behind the projection screen (see
purple-colored cylinder in Figure 1). These distant objects
can not be accessed directly via virtual touch since the pro-
jection screen limits the reach of the user’s arms. This is a
common problem known from VR-based environments, and
several approaches address this issue [15, 3]. Some of these
approaches, in particular image plane techniques, are even
applicable with multi–touch displays. When using image-
based approaches, the interaction is performed on the pro-
jection screen analogous to a 2D mouse. Selection can be
performed by casting a ray from the dominant eye of the user
through the touch position on the screen (see Figure 1). The
first object hit by the ray is the active object the user can
select, e. g., by pressing a button. On a multi–touch screen
even a pinch gesture can be used to perform the selection of
the object underneath the fingers.

Possible Solution of Parallax Problems
One solution might be to allow a user to interactively change
the parallax of objects by using a mobile device attached to
the user’s body as a “soft slider”. If the touch–surface is
portable the screen can be moved through the VE (analog
to a 3D window metaphor) until desired objects are dis-
played with zero or negative parallax and interaction can be
performed as described in Sections 2.1.2 and 2.1.3. An inter-
esting alternative proposed by Zadow et al. [20] recognizes
the positions of the user’s hands not only on the surface but
also above it.

2.2 3D Manipulation
3D manipulation (selection, translation, rotation and scal-
ing) of objects on stereoscopic displays is a complex task. A
major goal when performing direct 3D interaction is to ma-
nipulate an object in terms of its position and orientation in
space. For two–dimensional manipulation multi–touch has
proved to be a very powerful interface paradigm. Objects
can be manipulated by means of a single or multiple fingers
or with the palm or edge of one or both hands; even differ-
ent levels of pressure can be applied [5]. However, when the
user’s interaction is restricted to a two–dimensional touch
surface the specification of six DoF gets non-intuitive and
complicated gestures may be required [9, 10, 21].



2.2.1 Selection
Before a user can interact with virtual objects the desired
targets have to be identified. This task has to be accom-
plished by an interaction technique itself. When interaction
is restricted to a 2D surface, selection can be implemented
by using image-plane techniques [15, 2, 19] (see Section 2.1).

2.2.2 Translation
When a 3D object is selected and translation is intended,
a movement in the plane parallel to the surface can be im-
plemented easily. For example, contacts on the projection
screen’s local x and y direction can by mapped one-to-one
to the virtual object. Translations are constrained to the
orientation of the touch–screen surface. Since perspective
projection is usually applied when stereoscopy is used, this
mapping may be disadvantageous because distant objects
appear to move more slowly in image-space than objects
close to the projection screen. Therefore, different mapping
strategies may be applied, for instance, a projected distance
can be mapped [19]. However, when translation along the z
direction of the screen’s coordinate system is desired, differ-
ent approaches have to be considered. For instance, gestures
can be used to specify a translation along the depth axis, but
users need to learn different non-intuitive gestures.

2.2.3 Rotation
Rotation in 2D can be implemented very naturally. For in-
stance, one touch point determines the center of rotation,
while the amount of rotation is specified by circular move-
ments around the center. Thus objects can be rotated via
two contacts only. In 3D the center of rotation and the rota-
tion axis have to be determined by means of a 3D point and
a vector. Since a touch surface constrains the user’s action
to 2D, rotations in 3D are difficult to realize.

2.2.4 Scaling
While scaling in 2D can be implemented very intuitively us-
ing a multi–touch interface, for example, by means of one–
or two–handed pinch gestures, scaling in 3D is complicated.
In particular, if non–uniform scaling is intended, an intu-
itive specification of the scaling vector to be applied to the
virtual object is a challenging task. Even in VR-based en-
vironments non–uniform scaling is often implemented via
indirect approaches, e. g., GUI widgets.

Approaches for Multi–Touch 3D Manipulation
Position and orientation of mobile multi–touch surfaces can
be tracked very accurately and could therefore be used for
specifying fine-grained input data. The orientation of the
device could be used to provide precise data, in particular 3D
vectors which could otherwise not be specified by the rather
coarse multi–touch input alone. Such separation between
precise and coarse interaction performed with the dominant
and non-domination hand, respectively, is also applied in 2D
multi–touch interfaces [4]. Likewise translation in space can
be implemented by using the mobile device’s orientation that
determines the axis along which a translation of an object is
to be performed. In the same way the device’s orientation
can define a rotation axis or a non-uniform scaling vector.

2.3 Navigation
Since navigation is the most common interaction task in
VEs it is essential to provide intuitive mechanisms to enable
users to explore large and complex virtual environments.

Essentially navigation is similar to performing 3D object
manipulation, whereas when exploring a VE manipulations
are applied to the virtual camera. Current navigation tech-
niques exploiting multi–touch devices are limited to simple
panning, zooming or rotation approaches [12]. Usually, the
non-dominant hand poses a predefined gesture that deter-
mines the navigation mode, while the dominant hand spec-
ifies the amount of movement. Since the touch is only used
to define certain modi multi–touch is actually degraded to
single touch. It has not been examined how multi–touch, for
instance by using the entire hand surface, can enhance this
process.

Possible Solution of Navigation problems
For single touch interfaces there are already intuitive mech-
anisms to implement certain camera movements [11]. Such
traveling metaphors can be realized by means of specifying
direction, speed, velocity, etc. of the virtual camera. As
mentioned above mobile devices equipped with orientation
sensors may be exploited to define the orientation of the
virtual camera. All movements of the camera may be de-
termined by the touch interface of the mobile devices. This
is especially beneficial for presentation scenarios, where the
presenter is using a mobile device to guide other viewers
through a VE. Alternatively the touch surface itself can be
used as a navigation device. Camera movements can be ini-
tiated by virtually pushing the touch screen. For instance,
pressing the touch screen on the right side yields a camera
rotation to the left, touching the screen at the top moves
the camera downwards and vice versa. Furthermore, these
concepts can be combined such that an omni-directional fly-
ing metaphor can be implemented. Hence the user gets the
impression of navigating a vehicle via the window to the
virtual world.

3. CONCLUSIONS
In this position paper we have discussed problems and po-
tentials related to the use of multi–touch interfaces for the
interaction with interscopic data. Figure 2 summarizes, from
our point of view, the potentials of multi–touch interfaces for
the interaction with stereoscopic content as well as the possi-
bilities when using multi-touch enabled mobile devices. We
are working on the realization of such a system for formal
evaluation. The icons indicate whether we believe that an
interaction in this combination is beneficial (green/smile),
possible (yellow/neutral), or impracticable (red/sad). Of
course, not all problems are covered or can be solved with
such a device setup. We have mentioned some problems
which might occur in such scenarios.

3D widgets can be used to integrate solutions for desktop-
based environments [7]. If direct interaction is not required,
users can specify 3D manipulations by means of constraint-
based techniques. These widgets provide several interaction
handles which themselves support different interaction tasks
such as translation, rotation or scaling. The available DoFs
are reduced with respect to the degrees provided by the in-
put device. Currently multi–touch walls are horizontally or
vertically mounted. VR-based display devices such as the re-
sponsive workbench allow to turn the display from horizon-
tal to vertical. In contrast to vertical multi–touch surfaces,
horizontal ones provide the possibility to place physical ob-
jects on the surface [13]. In order to enhance the perception



Figure 2: Potentials and limitations as well as possible solutions for using multi–touch interfaces with/without
mobile devices (having a multi–touch enabled surface) to interact with stereoscopic content.

of spatial data 3D multi–touch or at least 2.5D projection
screens can be exploited [17].
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ABSTRACT 

This paper considers two strands of research that each contributes 

to an understanding of touch-based interaction with private and 

public displays.  The first is based on general frameworks for 

private device–public display interaction, which is driven by the 

growing body of work in the area, but focuses on the level of 

integration of public and private devices and the importance of 

understanding social setting and bystanders. The second strand is 

centred on physicality; how different kinds of physical device 

impact interaction and how modelling of touch-based devices 

causes particular problems that require notations and formalisms 

of continuous and bodily interaction. 

Categories and Subject Descriptors 

H.5.2 [Information Interfaces and Presentation (e.g., HCI)]: 

User Interfaces – graphical user interfaces, interaction styles.  

General Terms 

Design, Human Factors 

Keywords 

public displays, touch interaction, spatial interaction, physicality 

1. INTRODUCTION 
This position paper is drawing from two strands of work involving 

studies, models and frameworks for understanding: 

(i) interaction with personal devices and public displays 

(ii) physicality and spatiality of human interaction 

For the first of these we will draw on our own experience and 

analysis and also from a recent workshop at CHI2008 [15]. For 

the second we will draw on ongoing studies and formal analysis, 

and also work of the DEPtH project and its associated Physicality 

workshops (http://www.physicality.org/). 

Our framework for personal device–public display interaction 

covers various dimensions, but here we will address two in 

particular: the level of integration between devices and the social 

setting.  Similarly physicality covers many issues, but we will 

focus on two of these: the issues of space and movement, and 

bodily interaction with the devices.  We are partly presenting 

some of our work that is relevant to the issue of touch-based 

interaction with private and public displays, but doing so in the 

knowledge that our models and frameworks need to be adapted in 

order to address these emerging technologies. 

2. MOVEMENT AND CONTACT 
In the context of this workshop there are two obvious kinds of 

touch (depicted in figure 1): 

(i)  touching a display in a private device 

(ii) touching a public display 

 

Figure 1.  Ways to touch and connect 

One of the aspects that emerged from the recent CHI workshop 

was the ways in which mobile phones could be used to gesture 

and move in multiple kinds of space: 

• body-relative space  – For example, using the accelerometers 

built into some phones.  

• walking / absolute space – For example, using GPS tracking 

or Bluetooth signal strength location techniques. 

• screen-relative space  – Where the phone is positioned near 

or on the screen. 

One example uses phone with built-in Near Field Communication 

(NFC) tag readers (like RFID), so an array of tags are placed 

behind a screen onto which a map and interactive content is 

projected, and the phone is touched against the display in order to 

select content [12].  This suggests that, as well as the direct 

physical touch of a finger (or other part of the body) on a public 

screen, we should also consider indirect touch using the device 

 

 

 

 

 

 

 



  

itself.  This is shown as link (iii) in figure 1.  There are other 

technologies for achieving the same effect including visually 

tracking the phone or using the phone's camera to detect visual 
codes (e.g. [14]). 

In a public setting there can be several advantages to this form of 

indirect touch.  In a restaurant or busy place personal hygiene may 

be important, so the act of physically touching a screen that others 

have also touched or perhaps be dirty may not be acceptable.  On 

the other hand, if the users' hands are expected to be dirty we may 

not wish them to dirty the screen (greasy fingers in a fish and chip 
shop!).   

In addition, the use of a proxy device effectively creates a very 

clear minimum granularity for selection.  This can be a problem if 

fine section is needed, but sometimes may be advantageous 

especially where the tracking mechanism is not accurate and a 
more direct interaction might encourage incorrect expectations.  

This form of proxy interaction does not readily admit 

straightforward multi-touch interaction as the device itself makes 

a single point of contact.  However, one can imagine various 

forms of multi-user multi-touch interaction where several users 

cooperatively use their personal devices.  Also in the NFC tag 

system described above, the user combines touching the phone 

against the screen with keypad-based interactions.  It is easy to 

imagine systems that combine placing a personal device against a 

public screen and then simultaneously using a (probably single 

touch) finger interaction on the device screen whist moving it 

across the public screen.  For example, placing a photograph on a 

public display where the position is indicated by the device 

location and finger gestures are used on the device display for 

sizing and rotating . 

3. LEVEL OF INTEGRATION 
When considering multi-display interactions, one of the first 

dimensions to bear in mind is the level of coupling between the 
public and private displays. 

alternative interface (no coupling) – For example, a public 

display may show the same news feed as is available on a 

mobile phone.  In the Hermes system at Lancaster, small 

screens are placed beside office door.  Visitors leave messages 

on the doorplate, which the door owner can subsequently read 

either on the door plate itself or via a web interface [3]. 

secondary interface (weak coupling) – The Hermes web 

interface or its SMS interface can be used to update the display 

that is subsequently seen by someone at the door.  Although 

both displays are clearly part of a single interaction, they 

function as two single display systems interacting with a 

common information store. 

coherent interface (strong coupling) – In a public photo display 

developed as part of the CASIDE project at Lancaster, users 

can navigate using the phone to find an image and then upload 

it to the screen, so this feels like a single interaction [4]. 

The proxy interactions in the previous section are an extreme form 

of coherence as the two displays are not just digitally, but 

physically brought together.  More commonly coherent interaction 

involves using the personal device for input and maybe some 

personal feedback.  Controlled experiments on distributing 

interfaces over public and private devices have confirmed more 

widespread deployment experience. They have shown that the 

impact of combining the public and private displays can indeed 

increase interaction efficiency in terms of task-completion time, 

and also increase satisfaction in terms of perceived ease of use 

and speed [10].  However, the qualitative analysis of these 

experiments revealed that switching of attention could be 
problematic. 

4. SETTING AND AUDIENCE 
Public displays by definition are in public spaces where there are 

likely to be other people around as well as those directly 

interacting: some watching the display, others totally unaware of 
its existence. 

Urban artistic performances, such as street theatre, similarly 

include members of the public with various levels of engagement 

and an analysis of these events [6] divided people into several 

categories: performers, witting and unwitting participants and 

witting and unwitting bystanders. In non-artistic setting there is no 

'performer', but we do find the other categories: 

unwitting participant – triggers sensors to have some effect, but 

does not know it 

participant – actively engaged with the system doing some form 

of input/interaction 

unwitting bystander  – sees the screen but does not realise 

interaction is occurring 

witting bystander – sees the screen and realises interaction is 

occurring 

passer-by – may know the screen is there, but does not watch or 

interact with it 

These categories clearly allow many possibilities.  Figure 2 looks 

at some of these combinations, focusing on active/witting 

participants and “bystanders” (this general heading includes 

unwitting and witting bystanders and passers-by). Here are some 
of the issues that can arise in each combination. 

  

 audience  

 no bystanders some bystanders 

none turn off display? standard broadcast 

1 individual 
multi-display 

public/ individual 
conflicts? 

 

 

active 
participants 

2  or  
more 

collaborative or 
interfering? 

ditto + are group 

themselves part of 
‘display’ 

Figure 2. Interactions between participants and audience on 

public screens 

The above table can be interpreted in two ways (i) as a set of 

possibilities of a particular system, what may happen and (ii) at 

any particular moment, what is happening.  So a particular system 

may allow multiple active participants and an audience but at a 

specific moment there may be one or no participants, or no 

audience.  Often it is the momentary situation (ii) that is crucial, 

but in some case the dynamics is significant – it is the fact that the 

use of a particular display moves between situations that can be 
important. 

In particular we may want to encourage people to use a public 

display, what Brignull and Rogers [2] call the ‘honeypot effect’, 

enticing people from being passers-by to being active participants. 



  

If active participants are seen to be actively interacting with a 

public interface, then this may encourage bystanders to (a) 

become aware that the display is interactive, i.e. move from being 

an unwitting to a witting bystander and (b) be encouraged to 

interact themselves, i.e. transition from witting bystander to 

participant. 

To encourage these transitions, interactions (ii) and (iii) from 

figure 1 are particularly important.  However, even individual 

interaction with a personal display (link (i) in figure 1), while in a 

sense is still 'private', in that others cannot see the display, is 

nonetheless 'public', in that others may see that the individual is 

interacting.  For example, the active participant may be standing 

in a pose that suggests interaction with the screen or may be 

shifting gaze to and from the personal device and public display.  

Depending on the balance between privacy and desire to engage 

bystanders, fine choices of interface design may be able to subtly 

change the 'performance' of using the device. 

5. PHYSICALITY OF DEVICES 
Two of the authors are product designers, part of a research group 

attempting to create a suite of systems for the development of 

computer embedded products sympathetic to the designer’s 

mindset and methods.  In particular they have been using low-tech 

keyboard emulation boxes called IE Units alongside software 

building blocks allowing rapid prototyping without electronics or 

programming skills. [8]. There are a number of other groups 

working in this area including Phidgets [11], DTools [13], and 

Switcharoo [1], although these mostly come from a computing or 

electronics background. The IE system has been used to 

empirically measure the performance of real products against 

physical and virtual prototypes and this research found that the 

link between the physical act of holding a product and interaction 
was more marked than has previously been understood [8]. 

In the context of touch-based interaction one particular series of 

experiments was most interesting. Mobile phone prototypes were 

produced at various levels of fidelity: from a real handset with 

solely the display rendered on screen to a completely screen-based 

emulation.  For the purpose of the experiments, the separate 

screen was intended as an emulation of an 'on device' screen but 

in the context of this position paper, it effectively became a 

personal device interaction with a larger (although private) 

display. Instead of a smooth change in user responses to the 

gradually less physical prototype, a sharp change was observed.  

The 'break point' was reached when the keyboard became smooth 

(paper over a soft keypad).  While an emulated keyboard is not 

the same as a touch-based screen, still this suggests the physical 

impact of not having tactile elements is significant to interactive 
experience. 

In section 3, we noted that experiments on distributing 

information between public and private displays could lead to 

problems related to switching of attention [10].  The participants 

in these experiments were young (average age 30), but for older 

users switching attention between hand-held devices and distant 

screens (e.g. remote control and TV) can be difficult and for some 

people may even require changing spectacles.  Even feeling for 

buttons such as cursor keys can be problematic for older users and 

so what may appear to be a 'heads-up' interaction actually 

involves switching visual attention.  While this sounds like any 

form of multi-device interaction with displays is more problematic 

for older users, it can also be seen as an opportunity for touch-

based interaction as the gains of subtle tactile feedback often 

disappear.  Speculating, larger touch-based devices for interacting 

with remote displays may have advantages in this context, not just 
for public displays but also in the home. 

We have in addition been involved in formally modelling the 

nature of physical interaction. In particular we take a stance where 

we separately model the device's physical states and interaction 

effectively 'unplugged', i.e. totally ignoring any digital 

functionality and then as a separate exercise, map this to digital 

behaviour [7].  We have modelled a variety of consumer devices 

using separate state transition networks (STNs) to model the 

physical and digital/logical aspects of the devices.  While many 

devices have quite complex mappings, there are some simple 

devices, such as some light switches, where there is a one-to-one 

correspondence between physical device states and logical states 

(in the case of the light switch electricity flowing).  These simple 

mappings, which we call exposed state devices, are particularly 

easy to understand as the device itself physically encodes 
everything. 

This technique has been applied to device prototypes within the 

product design setting using IE units.  Alternative physical 

devices have been developed for the same digital functionality – a 

media player.  Figure 3 shows two of these devices: (i) is a dial 

with exposed state and (ii) is touchpad.   The latter is of course 
similar to many touch-based personal devices. 

   
 (i) dial (ii) touchpad 

Figure 3.  Physical prototypes 

The raw physical model of the touchpad is in fact trivial – there is 

no visual (or tactile) difference between states in the device itself.  

In addition, while your finger moves over the surface, there is no 

intrinsic haptic feedback as it traverses critical regions (in this 

case changing menu selection on the media player).  As with 

mouse-based interaction, users have to use their imagination in 

order to construct the virtual world behind the device.  It is 

perhaps odd that touch-based interaction, which, on the one hand, 

is far more physical than pressing keys, on the other hand, it has 
less tactile feedback. 

6. MODELS AND ARCHITECTURE 
So far there appears to be little systematic modelling or user 

interface architecture for interactions between personal devices 
and public displays, although there is certainly interest in the area.  

In the single device modelling above, we chose STNs to model 

the physical device as these are well understood in computing 

science and even used in end-user documentation.  However, we 

were aware from previous work on status–event interaction that a 

purely discrete notation would have limitations [5].  Indeed this 

has turned out to be the case and detailed analysis of even simple 

switches requires such extensions to describe the 'bounce' found 
when one initially tries out the switch to see which ways it moves. 

Again even in simple switches, we have found that a thorough 

analysis really requires, at least simplified, modelling of the 



  

human body, in particular the forces exerted by a finger.  This is 

even more important for touch-based devices as the device itself is 

stateless and the trajectory of interaction is driven by the sensing 

of the body alone. This is also evident in the explicit role of the 
human body in figure 1. 

For UI architecture, there are various models for multi-user and 

multi-modal systems, which should be useful as they already deal 

with multiple input streams and non-standard inputs such as 

gestures. However, for public screen interactions there are also 

many issues relating to security and trust that need to be reflected 

in the architecture. Whereas in a 'normal' application, all the 

devices are typically owned by the user, with public displays, 
there are multiple 'owners' and many stakeholders. 

7. SUMMARY 
In this position paper, we have considered several aspects of two 

strands of work focused on interaction with public displays using 
personal devices and on the issue of physicality in design.  

We have seen that 'touching' in such contexts may include 

mediated touch using the device itself, potentially powerful in 

certain types of public place.  This form of proxy interaction 

entails a high degree of coupling between devices, although other 

forms exist involving either pure heads-up interaction with fingers 

on a personal device or interactions dividing visual attention 
between personal device and public screen. 

An understanding of 'audience' is also important; both bystanders 

watching the screen and passers-by, whom we might wish to 

attract.  So, whilst in some situations we may wish to have 

unobtrusive interactions in order to preserve privacy, in others, 

more expansive gestures may be appropriate in order to create a 
form of ad hoc 'performance'. 

Finally, we considered the modelling of physical devices and saw 

how effective modelling of touch-based interaction is likely to 

require both notations for continuous phenomena and also 
modelling of aspects of the human body. 

These various factors from the two strands do not yet make a 

single coherent view of touch-based interaction with multiple 

devices.  However, there are threads of integration, notably the 

way all the topic covered inform or are informed by the different 

relationship sin figure 1.  While this is still a developing area, we 

believe both the separate strands and the emerging threads 

between them offer initial insights. 
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ABSTRACT 
This paper presents ‘tune_eile’ an interactive tabletop 

installation for public spaces that allows the dynamic 

participation of users in sharing their music choice.  tune_eile 

is a novel musical jukebox system where users generate 

playlist content from their own portable music players.  The 

tune_eile jukebox explores how personal music players can be 

used as a mechanism for facilitating musical expression in 

public spaces such as bars and cafes; it explores techniques for 

interacting with multi touch surfaces by means of portable 

music devices.  The jukebox allows multiple communications 

with portable musical devices, thus enabling users’ personal 

music to become part of a more social experience by allowing 

users to play music for those around them. 

 
Keywords 
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1. INTRODUCTION 
The human need for social connectedness signals 

opportunities for technology development - with particular 

regard to ubiquitous computing - to facilitate novel forms of 

cooperative use.  Rapid changes in technology, combined with 

an increasingly mobile society, ensure that the average person 

is continually challenged to use unfamiliar devices. 

Ubiquitous computing technologies, in particular multi touch, 

not only enable new ways of acting and interacting, but also 

stimulate fundamental reassessment of the meaning of human 

action and interaction with technology.  These technologies 

bring about new ways of working, completing tasks and 

facilitating new social behaviors between individuals. 

Music has often been utilised as a medium for social 

interactions and has long been considered an important aspect 

of social environments.  According to DeNora [4], [5] listening 

and interacting around music are an immensely important part 

of everyday life and an integral part of the cultural material 

through which social interactions can be constructed and 

organised [4], [5]. The digitisation of music has lead to the 

development of new devices and services for finding, 

obtaining, viewing, listening and sharing this medium, at 

home, at work, or on the move [2].  This change in music 

consumption has allowed people to listen to music anywhere. 

Thus the widespread availability of digital music players has 

opened new opportunities for social exploration and 

interaction around music sharing.  

The basic motivation for a system such as tune_eile is 

that it aims to stimulate social interactions between unique 

individuals through the medium of music.  The tune_eile 

system allows users to generate play list content within a 

public space from personal handheld musical players, and has 

been designed to act as a platform for encouraging social 
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interactions and musical exploration between transient 

individuals in public spaces. 

2. TUNE_EILE 
tune_eile is a multi touch jukebox which incorporates the 

user’s own digital music player as a source from which they 

can generate playlist content.  In contrast to a traditional 

jukebox, tune_eile combines the user’s mp3 player and an 

interactive tabletop.  Standard jukeboxes are designed for 

single-user interaction, and do not support multiple music 

selection in a social setting.  They also force the user to browse 

through an unfamiliar selection of music.  In contrast, the 

users’ personal mp3 player is familiar to them and thus does 

not require substantial investment of interaction time nor a 

departure from the social atmosphere.  Hence, music that is 

formally within the user’s private sphere is now transported 

into the public domain of the chosen space, which in this case 

is a pub/café.  This emphasises and reinforces the sense of 

belonging in that social setting for the user. 

Users place their music player on the tabletop screen 

and the content of their music collection becomes graphically 

displayed on the screen.  The musical content is displayed in a 

circular formation of album covers’ thumbnails surrounding 

the users music player, as illustrated in Figure 1. Users browse 

through the menu by touching the album art and then selecting 

the song they wish to hear the menu appearing below.  

 

 

Figure 1:  Graphical Interface of tune_eile 

Users select the song that they wish to add to the 

playlist from the display. The multi-touch interface enables 

several users to use tune_eile concurrently without interfering 

with each other.  This multiple access distributes control of the 

system, prevents individuals from taking over, and also lower 

thresholds for shy people.  One of the main objectives of 

tune_eile is to create an open and unrestrictive environment, 

which would encourage natural social interactions between 

people in public spaces.  The intuitive interface affords easy 

interaction for first time users. 

By using the space in and around the music player 

provides a rich visual feedback for the user [3].  These graphics 

are also essential for the user to intuitively understand the 

system. When the user’s music player is on the surface of 

tune_eile, the surrounding space becomes a individual space 

through which the user can browse and select music from their 

personal music player.  

 
Figure 2:  Multiple users interacting with tune_eile 

 If two or more users have their music players on 

tune_eile, if they share common interest in music than a 

graphical connection between the two will be displayed.  This 

graphical connection can serve as a conversational prop 

between two users of tune_eile and thus creating a common 

ground that both informs and coordinates their activities.  

Upon selecting a song from their music player, the track 

selected enters into a queue. The queue operates on a first 

selected first played facility.  If the same song is selected twice 

by two different users it is ‘bumped up’ on the playlist.  This 

results in more popular songs being played faster.  

 

3. USER TESTING 

 The testing sessions aimed to introduce unknown users 

to one another in an informal environment.  The testing session 

aimed to explore whether tune_eile could be utilised in the 

support of social interactions between transient individuals in 

a public space.  For the participants to act more naturally it was 



deemed necessary to test in an environment in which they felt 

comfortable in.  Therefore the designers staged a pub 

environment in the living room of a house.  A bar was set up 

and table and chairs were placed in different areas in the room.  

The tune_eile prototype was situated in the centre of the room.  

Participants were also free to ask for drinks from the “bar”. 

  

Figure 3:  tune_eile prototype 
The multi touch technology of tune_eile aims to 

become a catalyst to initiate and develop social networks.  We 

designed these informal testing sessions to develop an insight 

into how the user would adopt the system into everyday life.  

Each session was videotaped. The recorded video acted as a 

narrative to the evaluation session and a commentary of 

activities.  We also used questionnaires and group 

discussions to capture additional information.  The 

questionnaires and discussions facilitated us in acquiring 

feedback on tune_eile as a system while focusing users to 

think about specific aspects of the system.  These evaluation 

sessions tested the entertainment factor of the system and how 

that system might integrate into public environments. 

 These sessions had an informal tone and users were free 

to interrupt and ask questions at any time.  Interaction between 

users was encouraged and at the end of each workshop group 

interviews were conducted where users were free to comment 

on their experience.  The sessions were initiated with a brief 

introductory to tune_eile, which was followed by a discussion 

and concise evaluation of the interface.  The session followed 

with a scenario and role-play performance and then concluded 

with a “play time” with tune_eile.  An end of session group 

interview was conducted with all participants.   

 At the start of the session users were debriefed and 

given a detailed overview of the system and how it operated.  

The aim of testing was to develop the methods further, find new 

ideas and discover problems.  The session began with a 

walkthrough of the user interface.  Participants conducted the 

evaluation of the interface individually.  Each participant used 

“ thinking aloud” as they completed a simple task list.  When a 

task was completed each user was asked to comment on their 

initial reactions to the task and were asked to rate its difficulty.  

The result of our initial user testing showed that all users 

reported an easy or medium level of difficulty in communicating 

with the interface but those who reported medium said that 

they “got the hang of it after one go”.  The participants 

considered the idea of displaying the album artwork effective 

and said “it not only makes the interface look very attractive 

but also made it easier to find an album”, as most people are 

familiar with the graphics.  The participants stated that the 

concept was “novel and would be great to have at a house 

party.”   

 After the interface evaluation the participants were 

split into two groups.  Each group was given two descriptive 

scenarios and were asked to act them out.  The groups were 

given twenty minutes to prepare the scenarios and coordinate 

their activities.  Each group acted out a performance.  After the 

scenarios were performed, a reflection/ discussion session 

occurred.  These group discussions enabled the evaluators’ 

impressions to be captured immediately. The participation and 

observation of the evaluators in each scenario allowed time for 

reflection and idea generation.  Scenarios and role playing 

combined with informal discussions allowed for reflection over 

and understanding of the system and enabled the designers to 

observe how social interactions could possibly take place. 

 The group discussion, which followed the scenario 

improvisation, was centered on the interface and the social 

interactions that took place.  The participants remarked “ it was 

nice to see the system in a context of use and it the 

interactions that took place around it made sense and seemed 

quite close to reality.”  Participants stated that the multi user 

aspect of tune_eile was unique and catered for all types of users 

(shy to confident).   The participants felt that shyer users 

would be encouraged to use the system due to its “open 

nature” and the manner in which it facilitated more than one 

user at a time.   

 Participants agreed that the music could be a potential 

“ icebreaker” between individuals. One participant stated that 

music has the capacity to “create a new dynamic between 



people”. Music is an inherently social activity. All types of 

music have certain connotations and physical characteristics 

that suggest appropriate ways to behave, relate, and even 

appropriate topics of conversation. Music can embody strong 

personal links to times, events and other people in our lives.  

Shared interests are a way in which people can connect to one 

another,  and they can sometimes act as a catalyst to encourage 

social interactions.  Participants stated that “people 

remember music and can often you can become associated 

with certain songs which can be a starting point in 

conversation.” 

 The final part of the workshop concluded with a “play-

time” session where the participants were free to interact with 

tune_eile.  At many times during this part of the workshop all 

users were gathered around tune_eile, which mirrors a typical 

situation in a real life pub/café.  At these times it was noted 

that the person making the choice at a given time was the 

central focus of the group.  Other users waited to see their 

selection. Users’ reaction to the choice was also interesting as 

it was met with either approval or disapproval.  Either way the 

selection of music created a ground for conversation and 

friendly teasing.  Participants agreed that music selection 

reveals a lot about one’s personal identity.  The choice of 

music denotes certain aspects of one’s perceived “self” to 

others present while those present, in turn, judge the musical 

selection to some extent. 

 In the testing sessions with tune_eile we were able to 

collect insights and feedback on its design in addition to how 

it might operate in a ‘real life ‘situation.  The analysis of video 

recordings of the session and of the interviews indicated that 

the participants understood that tune_eile provides a platform 

for social interaction in a bar/café while also allowing them to 

play and select music from their own personal mp3 players.  

Music choice can be used to establish, reinforce or undermine 

group belonging and other social relationships.   Hence an 

mp3 player can be seen as an extension of one’s personality, 

reflecting personal music tastes and reinforcing the owner’s 

identity.  This personal choice of music by the user can be used 

to engage others in the social environment.  We have found 

that music selection is a very special medium for transmission 

and exhibits traits that act as channel to connect people based 

on shared “meanings”.  From our initial study it was 

discovered that a number of participants could identify with 

one another through the same interest in music and in the 

testing session the music choices acted as a catalyst for social 

interaction.  

 The informal session was also an effective tool in 

observing and understanding how potential users might 

interact with one another.  Participants in the evaluation 

sessions would converse with each other and discussed their 

musical preferences.  Given the intended social use of tune_eile 

it was advantageous for the designers to observe this type of 

interactions taking place.  Not only did the designers evaluate 

the prototype form a functional perspective but were also able 

to observe the prototype within a social context.   

By evaluating in an informal environment, the 

designers quickly developed an understanding of the intended 

user of tune_eile.  By placing the users at centre stage the 

designers learnt by observation how tune_eile could function 

in a social environment.  The role-playing and acting exercises 

were of particular importance and value in involving multiple 

users in the evaluation sessions.  The workshop provided a 

forum where users discussed their reactions to tune_eile.  As a 

result of these workshops designers developed an insight into 

our intended user and can aid in the prediction of how they 

may employ tune_eile in the public space.  These sessions were 

particularly effective in exposing the users to the system and 

thus the users were able to fully understand the system in a 

context of use. 

  

4. DISCUSSION 

The rising trends in ubiquitous technologies [7] are not only 

producing significant changes in the way we develop and 

view technology, but also in how we interact with it.  

Although these technologies do not change social behaviors 

they can however change the context in which these social 

interactions take place [1]. Multi touch technology allows 

multiple, simultaneous users to interact in an intuitive fashion. 

Embedding this technology in everyday objects such as tables 

serves to promote social ice breaking without disrupting 

existing behavioral patterns [8].  These familiar everyday 

objects reinforce existing metaphors in the interaction of the 

individual with an interface.  Social aspects surrounding the 

use of tables make them appealing for use as displays [6].  The 

multi touch surface of tune_eile, which allows multiple users 

to add music simultaneously caters for a distribution of control 



and access amongst users, and thus aims to encourage social 

interactions in the environment.   

 

5. CONCLUSION 

Music is a medium that communicates with people on an 

individual level and has personal meaning to everyone.  By 

using music as a channel for communication and coupling it 

with ubiquitous technologies within the tune_eile system, we 

offer a new novelty jukebox that that explores music 

distribution and the consequent social activities in a public 

space that are a by-product of the system.   

 Through evaluation and testing we discovered the 

entertainment possibilities of this type of technology.  The 

multi touch surface of tune_eile allows users to simultaneously 

add music to the jukebox while gathered around the table.  The 

system addresses the ways in which music is increasingly 

being used in public spaces to create place and social 

identities.   The use of multi touch technology coupled with 

smaller displays is appealing, since it is a simple concept that 

replicates out daily interaction with real objects.   

 We are currently developing the prototype to integrate 

with other input devices such as Wi-Fi and USB.  We believe 

that multi touch offers an intuitive method to interact with our 

surrounding environment. 
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ABSTRACT 
Based on a review of the related work, this paper proposes a 
taxonomy for a systematic approach to the classification of hybrid 
interactions at two different levels: First, it considers the 
relationship between user and display at the pragmatic level. 
Second, it proposes an extension of such a taxonomy to user-
display-display interaction, considering a personal device as 
transducer and suggesting the adoption of such a framework for a 
systematic exploration of the design space of multi-display 
interactions. 

Categories and Subject Descriptors 
H5.2 [Information interfaces and presentation]: User Interfaces. - 
Graphical user interfaces. 

General Terms 
Design, Economics, Human Factors. 

Keywords 
Surface computing, direct input, taxonomy 

1. INTRODUCTION 
Advances in display and input technologies bring digital 
information and interaction possibilities to the surfaces of the very 
artifacts of our physical space, such as tables and walls. For input 
and navigation into the digital space, we obviously need physical 
handles in the analogue one, be they tangible (e.g., a mouse or a 
personal mobile device), or not (e.g., speech). In this sense, one 
can consider every kind of interaction with digital media as 
“hybrid” in nature, since it involves a physical as well as a digital 
component. Furthermore, different layers of interaction are 
possible: for example, by interacting on a personal device such as 
a tablet PC we can affect the information landscape displayed on 
a large shared display and vice versa (e.g., [17]).  

Within such a broad class of physical-digital interactions, this 

paper focuses on interactions characterized by direct input. This 
can be affected using either a physical transducer, such as a stylus 
or some other physical device, or with fingers, by direct touch. In 
fact, as display technologies have acquired novel sensing 
capabilities (such as touch and proximity), a diversity of 
interaction possibilities emerge which affect the spatial 
relationship between the user and the displayed information at the 
pragmatic level: This deals with gestures, spatial, as well as 
device issues, and is the first level of contact between the user and 
the system. In other words, it is the handle for hybrid interaction 
with the digital space. Such a level has an impact on the whole 
experience of interaction and it is in the scope of this paper to 
drive the attention on this aspect. 

From a design perspective, in this paper I first propose a 
taxonomy of physical-digital interactions based on a survey of 
existing work [19] and considering the relationship between the 
user and the display at the pragmatic level. Drawing upon such a 
taxonomy, I propose an extension thereof to the level of user-
display-display interaction, in which a personal device can be 
considered as transducer itself, enabling the interaction between a 
user and a larger display.  

2. DIRECTNESS AND SURFACE 
COMPUTING 
 

 
Figure 1: The upper part of the figure illustrates the reduction of 
the number of interaction phases as represented and articulated by 
Fitzmaurice [5]. The lower part (c) shows an extension of the 
same concept, enabled by direct touch surface computing.  
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Fitzmaurice’s work on work on Graspable User Interfaces [5] had 
already exhibited the potential of reducing the stages of 
interaction by adopting physical objects as transducers, thus 
affording a more direct manipulation of the logical device (see 
Fig. 1, a vs. b). As described by Fitzmaurice [5] “A graspable 
function consists of a specialized physical input device which is 
bound to a virtual function and can serve as a functional 
manipulator.”  

Thanks to the persistent association between a physical object and 
its function, graspable UIs reduce the number of phases of 
interaction: Indeed, while the mouse needs to be alternatively 
associated with different functions in different moments in time 

(i.e., it is a generic, time-multiplex input device), graspable UIs 
are specialized tools embodying a certain function, which has its 
physical representation in the space (i.e., they are space-multiplex 
input devices, thus implying that multiple input points are 
possible simultaneously). Direct touch interfaces for surface 
computing (such as Diamond Touch  [4] or Microsoft Surface [9] 
for example) can allow for a similar mapping between the 
acquisition of the interface (i.e., the handle for manipulation in 
the physical world) and the logical device (see Fig. 1, c). When 
multi-touch is enabled, space-multiplex input is possible. 
Furthermore, if the shapes of the graphical UIs of direct touch 
interfaces suggest their functions, domain-specific tools can be 
designed that afford space-multiplex input as graspable UIs do. 

Figure 2:  A taxonomy of hybrid interaction paradigms for user-display interaction referring to related work. 



Considering these dimensions, a taxonomy of physical-digital 
interactions can be drawn as described in the next section and 
illustrated in Fig. 2. 

3. A TAXONOMY OF USER-DISPLAY 
INTERACTIONS  
The previous paragraph has anticipated one of the dimensions, 
directness, that one can consider in order to characterize different 
types of interactions based on the type of physical (spatial) 
relationship between the user and the interface at the pragmatic 
level. 
Another dimension is the persistence of the association of a 
transducer with a virtual function (i.e., space-multiplex vs. time-
multiplex input). Space-multiplex interfaces can provide handles 
which are specific for the task at hand. In these cases, the 
transducer - be it graspable (e.g., Ullmer and Ishii’s [21] models 
and lenses in the MetaDesk interface) or graphical (e.g., Butler 
and St. Amant’s HabilisDraw [2]) - can have a shape and/or 
perform its function consistently with its use and manipulation 
vocabulary in the physical space. One can then talk of semantic 
continuity of the transducer. On the other hand, a physical cube 
like in the case of the Bricks project [6], for example, can 
alternatively be associated with different functions depending on 
the context. In this case, its interaction vocabulary is diverse, and 
the binding between physical shape and virtual function is looser. 
Additionally, a transducer can be malleable, thus implying that 
the user can change its shape, as for example in the cases of Piper 
et al.’s Illuminating Clay [11] and Balakrishnan et al.’s 
ShapeTape [1]. Based on these dimensions, one can then define a 
taxonomy of interaction paradigms as illustrated in Fig. 2, which 
describes the design space in consideration of the related work. 

Previous research [19] has indicated that depending whether the 
interfaces for hybrid interactions are 2D graphical ones for direct 
touch (e.g., the 2D PhotoLens [20]), or 3D graspable ones (3D 
PhotoLens [20]), different affordances can be perceived and 
experiences can emerge, according to the context (see Fig. 3 for 
an example and Fig. 4 for a summarizing overview). This implies 
that this additional dimension should be considered when 
designing the transducer for interaction. Furthermore, the use of a 
transducer such as a stylus can be considered as an example of 
semantic continuity in some cases (e.g., for scribbling and 
writing) and diverse in others. In this latter case, as in most of the 
tablet PCs, a stylus could alternatively be used for handwriting 
and taking notes, as well as for moving and selecting items, thus 
borrowing alternatively from a physical pen-like interaction 
vocabulary and from a light pen for direct manipulation of 
graphical digital media. This reinforces the idea that for an 
understanding (and design) of the semantics of the transducer, one 
needs to carefully consider the context of use and possible 
ambivalent meanings of the transducer across physical and digital 
worlds.  

 
Figure 3: A 3D vs. a 2D handle used in the PhotoLens UI [20]. 

 

 
Figure 4: Different implications on the interaction behaviour and 
on the subjective user experience of the two approaches (2D vs. 
3D handles) to the design of space-multiplex interfaces for direct 
input. 

4. TOWARDS A TAXONOMY OF USER-
DISPLAY-DISPLAY INTERACTIONS  
The proliferation of displays in different sizes and with different 
features makes likely a scenario in which personal mobile devices 
are going to play the role of transducers for interaction with 
larger, and possibly shared displays.  This opens up a new design 
space, in which the manipulation vocabulary of the personal 
device in relationship to a larger one needs to be defined. The 
taxonomy previously described can possibly be extended to the 
level of user-display-display interaction. Existing work has 
considered for example a 3D gesture vocabulary for interaction 
with a mobile device [13]. Novel display technologies emerge 
which make malleable surfaces [18] and flexible displays [12] 
feasible. Mapping these particular kinds of transducers to novel 
semantics of interaction which combine smaller and larger 
displays can inform the exploration of the design space for user-
display-display interaction. In this respect, additional aspects like 
the use of a stylus for interaction across multiple displays 
(similarly to the case of Pick and Drop [14], for example) imply 
further layers of complexity to be considered. Furthermore, the 
implications of 2D vs. 3D transducers in the user-display 
interaction previously described (see Fig. 4) promise to have an 
impact in this context as well. Finally, while in the case of TUIs 
the transducer is usually considered as a purely input device, in 
the case of mobile devices used as transducers users’ physical 
handle can simultaneously convey input as well as provide output 
(i.e., on the mobile’s display). How will the borders between 
private and public information will be managed then?  

This paper aims at contributing to the exploration of such a design 
space by proposing a systematization of user-display-display 
interaction paradigms: the described taxonomy can possibly lay 
the ground for discussion during the workshop, so as to explore 
the different ways in which mobile devices can be used as 
transducers in relationship to other displays.  
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